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Abstract

In spite of its frequent use, globalization is an unclear term and there is large consensus on the fact that it is a result of dynamic interactions between different factors which are related to social awareness and to human progress. This paper stems from the need to take a further step forward in the construction of a multidimensional framework combining different elementary dimensions of globalization in order to achieve an overall assessment of integration across countries. Starting from a definition of a sustainable globalization, we implement a k-means Clustering Algorithm to classify 71 countries into three groups by considering a data set of 14 selected variables as indicators of the main dimensions of a sustainable globalization in 2006.
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Introduction.

There is a large consensus in the international community on the idea that studies on globalization require a careful analysis of numerous factors which are likely to affect development dynamics

---

1 The authors wish to thank Ernesto Savaglio for his helpful comments.
2 A first draft of this paper has been presented at the European Integration - New Challenge for the Romanian Economy - International Scientific Conference, 5th Edition, University of Oradea, Faculty of Economics.
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and not just economic integration.

This paper focuses on a selection of indicators and their assessment, as a preliminary step in building a composite index, it may be appropriate to proceed in three complementary steps: the selection of those variables which are representative of the phenomenon (descriptive phase); the aggregation of indicators, for each unit of analysis, across the domains of globalization (aggregation phase); and a logical conclusion starting from the results of the previous steps (inference phase) (Chiappero Martinetti 2005). The second phase received most of attention in our earlier works (Mattoscio, Castagna and Furia 2007, Furia and Castagna 2008), which focused on the need to overcome some controversial problems about the definition of the relative weight of each indicator in the overall index.

Nevertheless, our results and other empirical studies (Lockwood 2001, Heshmati 2006) have shown that the selection of relevant variables can affect the final rank more than the changes in weighting procedures (de Lombearde and Iapadre 2008). By aiming at improving the framework to measure country integration in the global community, this paper provides an evaluation of the suitability of data.

This will be done by implementing a k-means Clustering Algorithm to classify 71 countries into three groups taking into account a data set of 14 selected variables with reference to 2006.

The paper is organized as follows. First, we introduce the selection of indicators beginning with a critical review of literature about globalization and its role in the process of development. Section two presents the main results of the data analysis and section three concludes.

1. A critical review of Globalization literature

There are few studies dealing with multidimensional frameworks of globalization and most of them concern criticisms and improvements (Andersen 2003, Lockwood 2004) of a pioneer work about this argument, namely A.T. Kearney Foreign Policy Magazine Index (Kearney A.T. 2001a, 2001b, 2006). This index is an assessment
of globalization as a result of economic, technological and political integration. However, there are lots of international organizations that use synthetic indexes to monitor global and complex phenomena which represent some different expressions of integration, like human development, global competitiveness, human rights and environment preservation (UNDP 1990-2007, WEF 2004 – 08, La Camera 2005; Wackernagel et al. 2004, www.rsf.org).

A multidimensional index is a continuous real valued function which summarize the information about a given distribution. Each distribution is represented by an \( n \times K \) matrix \( X = x_{ik} \in M(n) \), where \( M(n) \) is the set of \( n \times d \) matrices with non negative elements, \( d \) stands for the set of \( D \) attributes \( (d = [1, 2, ... D]) \) and \( i = [1, 2, \ldots, n] \) is the set of \( n \) individuals (countries). Let \( x_i \) represent the row vector of attributes for the \( i \)-th individual and \( x_d \) the column vector of the \( d \)-th attribute among countries, the multidimensional index can be expressed by the following function \( I_n(X) = M(n) \rightarrow \mathbb{R} \) (Lugo 2005).

It stands for a score representing the country position in the international ranking. In defining this function, decisions about the extent to which each attribute or dimension is assumed to contribute to the overall score had to be made. On one hand, the weight system is defined on the basis of subjective criteria, on the other hand factorial analysis methods may be useful to overcome individual biases. In these direction studies on the well being and poverty are drown by making use of fuzzy set theory (Zadeh 1965; Dubois and Prade 1980; Basu 1987; Cerioli and Zani 1990; Cheli et al. 1994, 1995, 1999; Ok 1995; Chiappero Martinetti 1994, 1996, 2000, 2005; Baliamoune et al. 2003, 2006, Bérenger and Verdier Chouchane 2007), which is based on the idea that “(...) a fuzzy set is a class with a continuum of grades of membership (...). Essentially, such a framework provides a natural way of dealing with problems in which the source of imprecision is the absence of sharply defined criteria of a class membership (...)” (Zedeh 1965, p. 339).

Dealing with the aggregation of information across dimensions for each units of analysis is just one of the problems inherent with a multidimensional framework. Ravallion (2004) argues that the selection of indicators is a crucial point in the debate between globalization
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supporters and its discontents because the effects globalization generates on inequality may be affected by inherent value judgment of measurements and each opposing thesis may be sustained by data evidence. In these connection, over the last few years, a number of globalization measures concerning economic indicators have made a distinction between prerequisites and outcomes, i.e. reduction of transaction barriers and results of integration dynamics (Brahmbhatt 1998). The economic dimension, which was a crucial element of integration in the past centuries, becomes a means of diffusion of ideals able to affect growth dynamics followed by people’s capabilities and improvement of their way of life. Economic integration has produced benefits to those countries which have expanded their commercial borders, especially where governments have played a central role in this process. The other face of the medal are the millions of people for whom globalization has been ran without control and whose living conditions are nowadays worsen off (Stiglitz 2002). The easy way by which people get in touch with other cultures, and the awareness of lifestyles and living conditions different from their own, shift the focus of debate about inequality and poverty from a local point of view to a global level analysis and the related issues begin to gain the same weight of national ones (Milanovic 2002). Studies about globalization effects on per capita income inequality between countries show a convergence evolution over the past two centuries attributable to complex mechanisms at various levels of income hierarchy of citizens all over the world. When life expectancy at birth is taken into account to examine lifelong income inequality in order to explain this kind of dynamics the result is a current divergence in living conditions which have reached levels like two centuries ago (Bourguignon and Morrison 2002). Ben-David (1993) provides evidence that income convergence among specific industrialized countries may be related to movement toward free trade: timing of trade reform coincides with periods of reduction in income disparity, convergence which was not apparent among the same countries

3 France, West Germany, Belgium, The Netherlands, Luxemburg and Italy during the transition period which lasted from 1959 until 1968 (Ben-David 1993, p. 654).
prior their liberalization nor among other industrialized countries. Focusing on countries’ comparative advantage and its implication for trade, Venables (2003) yields predictions about the formation of custom unions leading to the conclusion that agreements between low income countries may lead to a divergence of income levels, and to the opposite direction an integration between high income members. Differences in inequality across countries in their starting point are crucial in the ongoing debate whether the openness to foreign trade and investment rises the living standards for the poor in developing countries. Starting point conditions are central in explaining whether poor countries are able or not to take up the opportunities provided by an expanding economy. In his work, Ravallion (2001) argues that there are lots of factors, like location, social exclusion, exposure to insured risk and not just endowments of physical and human capital, which need more attention to determine why people all over the world show different performances in meeting globalization. Different long run growth paths, therefore, have produced a divergence between rich and poor countries because idiosyncratic characteristics regarding not just their distance from the technological frontier but also desegregation of social and institutional milieu may conduce to an implosion of the system which may lose growth opportunities (Pritchett 1997). Olson (1996) has come to similar conclusions drawing on the fact that a subset of the lower income countries, those countries who have adopted relatively good economic policies along with solid institutions, are growing faster than higher income countries. He also tries to explain the large differences in per capita income across countries by claiming that this divergence is due to differences in attaining their potentials, which are related to the quality of institutions and economic policies and not to differences in factors of production4. Stiglitz (2002) advocates that the role of globalization in the development process is not clear and that a number of elements which are the basis of democracy, such as poor people interest,

4 “(…) access to the world’s stock of productive knowledge or to its capital markets, (…) ratio of population to land or natural resources, or (…) the quality of marketable human capital or personal culture.” (Olson 1996, p.19).
environment preservation, free trade and human rights, has to be taken into account to reach its beneficial potentials.

With that caveat in mind, in the present work, the following four elementary globalization domains underlining its sustainable features are selected: economic integration, technological potential, social awareness, environment sustainability. Each of them has been described by selected variables which are showed in the tab 1. With reference to our previous works some changes have been made. The economic dimension has been split in two components, one for the prerequisites and the other for the outcomes of globalization. Income payments and receipts as percentage of GDP has been eliminated from the outcomes and there are three new indicators for the former component: a composite measure of the absence of tariff and non-tariff barriers (Trade freedom\(^5\)) that affect imports and exports of goods and services, data on the Investment freedom which scrutinizes a country’s overall investment climate and, as a proxy of social and institutional background, data on extensive perceptions of corruption within countries\(^6\). Secure Internet servers (per 1 million people) are removed from the technological dimension because of its high correlation with Internet users. Workers’ remittances and compensation of employees, received as percentage of GDP, has been substituted by migration flows as percentage of population to analyze the dimension of social awareness. The group of variables representing environment sustainability\(^7\) has been replaced by the ecological deficit (or reserve), as a measure of the reduction of the resources on which human life and biodiversity depend and its trade. The next section will present a data application.

\(^5\) The Trade freedom score is based on the trade-weighted average tariff rate and non-tariff barriers. (...) The weighted average tariff uses weights for each tariff based on the share of imports for each good. (...) An NTB penalty is assigned (...) according to a country’s trade policy regime using both qualitative and quantitative information (2008 Index of economic freedom, p. 442).

\(^6\) The CPI is a composite index, making use diverse sampling frames and different methodologies (2008 Index of economic freedom, p. 450).

\(^7\) Marine and Nationally protected areas as % of surface area, CO2 emissions (metric tons per capita), forest as % of total land area.
2. Globalization indicators: some stylized facts.

This section presents some stylized facts concerning globalization as a main result of a cluster analysis based on k-means algorithm used to investigate the role of 14 variables in the description of integration across countries. The aim of k-means algorithm (Hartigan 1975, Hartigan and Wong 1979) is to divide the selected 71(n) countries in 14 (d) domains into three (k) clusters. The general procedure is to search for a k-partition by moving the objects from a cluster to another, with the purpose to minimize the variance of elements within the cluster and to maximize the variance of elements outside the clusters.

Let \( X = \{x_1, \ldots, x_n\} \) and \( c_1, \ldots, c_k \) be respectively the set of n points and a set of k random centers in \( \mathbb{R}^d \). The algorithm partitions these points into clusters with an loop that will converge as follows:

1. For each \( i \in \{1, \ldots, k\} \), assign to the cluster \( C_i \) the points in \( X \) that are closer to \( c_i \) than they are to \( c_j \) for all \( j \neq i \).

2. For each \( i \in \{1, \ldots, k\} \) set \( c_i \) to be the center of mass of all points in each \( C_i : c_i = \frac{1}{|C_i|} \sum_{x \in C_i} x_j \).

3. Repeat the assignment steps and update step until the assignment do not change.

The implementation yielded three clusters, which are shown in tab 2. Fig 1 is useful in going over the differences in means between groups and their performances.

There are no doubts in attributing the role of leaders in the global challenge to Hong Kong and Singapore. Most of the analyzed European countries demonstrate good levels of international integration, as well as North America and Pacific high income countries do. The most populous group is cluster 1, which presents performances marginalized relative to the rest of the world (cfr. Fig 1).
In 2006 both members of cluster 3 presented zero percent average tariff rate. With respect to investment climate there are similar treatments between foreign and domestic capital, with a strong government position in encouraging foreign investment. In the same manner, perceived corruption cannot be considered as an obstacle to business transitions. In this connection, an high openness to trade and high foreign direct investment rate characterize this group as the best performer on economic integration.

Economic performance for cluster 2 requires a different judgment on its components. On one hand it presents good prerequisites of the integration process, due to low levels of corruption, few deterrents to investments, and a relatively high trade freedom. The EU members, which have an high incidence in this group, share a common policy on trade, including subsidies on agricultural and manufacturing, imports restriction for some goods and services, and some services sectors present access market restrictions. The U.S. enterprises are legally equal to foreign ones, and the U.S. were the first in the world to pass an anti-bribery law.

### Tab. 1: Selected Indicators of globalization

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Indicators</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic Integration</td>
<td>Trade</td>
<td>trade % of GDP</td>
</tr>
<tr>
<td></td>
<td>Fdi</td>
<td>FDI net outflows plus inflows % of GDP</td>
</tr>
<tr>
<td></td>
<td>TB-NTB</td>
<td>Tariff and non tariff barriers*</td>
</tr>
<tr>
<td></td>
<td>Investment</td>
<td>Investment freedom*</td>
</tr>
<tr>
<td></td>
<td>Corruption</td>
<td>Corruption Perception Index 2006</td>
</tr>
<tr>
<td>Technological potential</td>
<td>Internet</td>
<td>Internet users (per 100 people)</td>
</tr>
<tr>
<td></td>
<td>H-tech</td>
<td>High-technology exports as % of manufactured exports</td>
</tr>
<tr>
<td></td>
<td>R&amp;D</td>
<td>R&amp;D expenditure as % of GDP</td>
</tr>
<tr>
<td></td>
<td>Ict</td>
<td>ICT expenditure as % of GDP</td>
</tr>
<tr>
<td>Social awareness</td>
<td>Tourism</td>
<td>International tourism (number of departures plus arrivals as % of population)</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>International voice traffic out and in min per capita</td>
</tr>
<tr>
<td></td>
<td>Mig</td>
<td>International migration as % of population</td>
</tr>
<tr>
<td></td>
<td>Life</td>
<td>Life expectancy at birth (years)</td>
</tr>
<tr>
<td>Environment sustainability</td>
<td>Eco</td>
<td>Ecological deficit / reserve (global hectare)**</td>
</tr>
</tbody>
</table>

*Data source: WDI online; **Heritage Foundation - Ecological footprint
Chile is the only Latin American country belonging to this cluster thanks to its openness to trade due to free trade agreements, its macroeconomic stability and an encouraging investment climate. On the other hand, this cluster registers a marked difference from Hong Kong and Singapore on outcomes of the integration process.

The analysis shows differences across countries in technological potential. The selected variables may be considered good indicators, as they are a fair representation of different achievements in global competitiveness. This dimension is representative of a
digital divide between the North and the South of the world, where developed countries score higher than DC’s. Cluster 3 is better performing than the others; nevertheless, it falls down for R& D expenditure as a percentage of GDP and its Ict expenditures are comparable with the other units of analysis.

High income countries, which are grouped in cluster 2 and 3, present excellent quality of life, while low income countries incidence in the first cluster puts its expectancy life at birth mean down as a consequence of starvation, illness, lack of freshwater and generalized poor standards of living. Social indicators, as a whole, may be considered good markers since they catch the variances among groups. Environment sustainability presents very close performances for the three groups but with a reversal order in the achievements if referred to other dimensions. Ecological deficit, as a difference between biocapacity and ecological footprint, stands as a unique indicator of this domain. In this connection, the analysis proves that industrialized countries are importing biocapacity through trade.

3. Concluding remarks

The analysis has documented some stylized facts on globalization in order to take a further step forward in implementing a multidimensional framework as an overall assessment of the level of integration across countries. This work has been helpful in justifying the selection of relevant variables through a critical review of some of the most important studies on this topic and its effects on growth. In addition, the cluster application has allowed us to evaluate the suitability of data to understand the implications of the methodological choices during subsequent phases of the construction of an overall index of globalization.

The paper presents some innovation with reference to the author’s previous works. Economic integration, which is the historical core of globalization, has been split in two components which stand for drivers and results of the process of globalization, with the introduction of variables representative of trade freedom, invest-
ment climate and perceived corruption. In a view of a sustainable process, the ecological deficit has been taken into account for each country, representing the environmental impact of trade.

The data application shows that Western countries seem to be performers in a play where the market may produce different effects with respect to raw materials distribution, human capital characteristics and institutional performances. The rest of the world needs to improve its potential to meet the global challenge.

This is a result that is in agreement with policymakers and social activists who claim that globalization is not a result of explicit political choices, with a specific reference to poor economies. Nevertheless, the selection of variables in the descriptive phase may involve a value judgment which affects the measures. It is necessary to go deeper in the analysis of winners and losers from globalization not just by dealing with the aggregation of information across dimensions, but also introducing dominance criteria to be able to define under which conditions a multivariate distribution is more equal than another. This will be the next challenge to be met.
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Abstract

In May 2007, Kuwait unilaterally dropped the dollar peg, which had been adopted in 2003 as a first step towards the monetary integration of GCC countries, to return to the previous basket peg system. The decision was motivated by the need to curb inflationary pressures arising from prolonged depreciation of the dollar against major currencies. Given the relevance of the anti-inflationary objective in this choice, this work will focus on the peculiarities of Kuwait’s economy in order to justify it and review the dynamics of prices in the light of re-pegging to a basket, believing that its composition was affected by inflationary trends. To this end, an “Auto-Regressive Moving Average” econometric model is proposed to define the weights of currencies in the basket and the estimation shows that the influence of the Euro has increased during the last period, consistent with the goals against inflation. This is of particular importance to the future of the planned monetary union of the GCC countries, given the renewed commitment of Kuwait to be part of it, despite the existence of different exchange rate systems in force in other countries.
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1. Introduction

In December 2009, four countries of the Gulf Cooperation Council (GCC) - Saudi Arabia, Bahrain, Kuwait, Qatar - reconfirmed their commitment to proceed towards monetary unification, whose preliminary step, to be completed by 2010, is the foundation of the Gulf Monetary Council, embryo of the future Central Bank. This decision renewed the interest in the exchange rate regime that will distinguish the integrated monetary area.

In 2003, the GCC countries pegged *de jure* their currencies to the dollar, as a first step towards the single currency, formalizing a system which *de facto* had already been in place for more than twenty years. Among the various reasons for this choice was also the awareness that pegging national currencies to the currency of a country with sound institutions and traditions of stability would enable the small economies in the area to import stability from the centre country and, consequently, credibility and confidence in their respective economies.

Although the *dollar peg* met their expectations for a long time, since 2002, due to unbalances in the economy of the United States and to divergent economic cycles in the GCC countries and the USA, it became a propagator of instability in the Gulf area, amplifying the inflationary impact of repeated increases in the price of oil. In this context, the economic debate began to indicate the superiority of a *basket peg* which included the currencies most used in financial and commercial transactions in the GCC countries, in order to stabilize the effective exchange rates, reduce fluctuations in trade and investment flows and gain a partial flexibility in the use of monetary policy. In particular, some empirical studies have confirmed the opportunity for the Gulf countries to prefer a *basket peg* over a *dollar peg* (Abed, Nuri Erbas and Guerami 2003; Aleisa, Hammoudeh and Yuan 2008; Habib and Stráský 2008); others have acknowledged its superiority in the case of an ongoing process of depreciation of the dollar (J.L.Rosmy and others 2007); while still others have tried to

---

1 Oman and the UAE have not ratified the agreement. Oman, in particular, in December 2006 declared its inability to participate in the monetary union on the originally scheduled for 2010, deeming the indicated fiscal constraints to be too stringent. The Emirates, in turn, withdrew from the agreement in May 2009 after the Council’s decision to situate the headquarters of the Gulf Central Bank in Riyadh, rather than in their territory.
ascertain the composition and role of the various currencies. Thus, the study of Aleisa, Hammoudeh, Yuan (2008) suggests a basket consisting of US dollars, euro and yen. With reference to a similar basket, Jen and Bindelli (2008) estimate the weight of the dollar to be 70% and that of the yen and the euro 15%. Considering the use of different currencies in trade and financial flows and in the composition of official reserves, Saidi, Scacciavillani, Prasad and Ali propose a basket consisting of 45% dollars, 30% euro, 20 yen and 5 pounds (2008).

Our study follows this line of research, but differs from others as it focuses on the concrete experience of a country, Kuwait, which, after a brief experience of dollar peg, in May 2007 returned to the previous basket peg system, motivating its choice through the inflationary effects related to the exclusive link to the dollar. In the context of Kuwait’s renewed commitment in December 2009 to participate in the monetary union, its decisions regarding the exchange rate system, different from those of the other countries in the area, gain great importance for the future of the planned integration and require careful examination of the reasons underneath which can give useful guidelines to the other economies of the GCC.

Given the importance of the anti-inflationary goal in the country’s decision, this work focuses on the peculiarities of Kuwait’s economy that explain its decision and reviews the dynamics followed by prices in the light of re-pegging to a basket, believing that its composition has influenced the inflationary trends and was, in turn, influenced by them. Since the Central Bank of Kuwait has not submitted neither the weights nor the currencies in which the basket consist, this study estimate them through an Auto-Regressive Moving Average econometric model that shows that in the period of our analysis the weight of the euro has increased, in order to adapt the composition of the basket to the inflationary goal.

2. The inflationary process in the GCC countries

After two decades of substantial price stability, at the beginning of the new millennium, the GCC economies have been characterized by rapid and significant inflationary processes. The average inflationary rate,
measured by the consumer price index, in all GCC member countries, rose from 0.2% between 1998 and 2002 to 10.8% in 2008, with peaks recorded in Qatar (15%), the UAE (12.3%), Oman (12.6%) and Kuwait (10.5%). In Saudi Arabia, where inflation has always been under 1%, an increase in the consumer prices has been witnessed since 2006, leading to an inflationary rate of about 10% in 2008 (Fig. 1).

Several internal and international factors combined to fuel the inflationary process. Among the internal ones, a key role was played by the growth in public spending and investments, facilitated by higher oil revenues stemming from the increase in demand and the prices of hydrocarbons. Higher investments, mainly in real estate, construction and services, have triggered income multiplication processes and increased demand for consumer goods that could not be promptly met by the supply. Inflationary pressures were, however, accentuated by the strong immigration flows that have accompanied the growth process and that raised the price of rents and fed speculative bubbles in real estate.

External factors also contributed to the increase in prices. Thus, between 2006 and 2008, the international increase in food prices heavily influenced inflationary dynamics in the economies of the area which
are major importers of agricultural products and foodstuffs, due to their arid climate and scarcity of arable land and water. Similarly, the rising prices of raw materials, particularly iron and copper, have triggered cost and price hikes in the construction sector.

Several studies have attempted to isolate and quantify the contribution of the different components of inflation with reference to the entire area (Al-Qudsi and others 2008; Woertz and others 2008; Saidi and others 2009) or individual countries (Hasan and Alogeel 2008; Kandil and Morsy 2009). However, although several factors have contributed to the rise in inflation, the original exchange rate regime adopted by the countries of the area played a fundamental role.

3. The inflationary effects of the dollar peg in GCC countries

For almost thirty years, Gulf economies have formally or informally tied their currencies to the dollar. Oman has officially pegged the riyal to the US currency since 1973, while Saudi Arabia, Bahrain, Qatar and the UAE, despite having de jure tied their currencies to the SDR until 2001, de facto pegged the dollar at a fixed rate since the eighties. Even the Kuwaiti dinar, which was formally tied to a basket peg until 2002, has always shown a pronounced stability against the dollar. However, as of January 1, 2003, as a first step towards full monetary union, the Gulf countries formally adopted a dollar peg monetary regime, pledging to adhere to a fixed exchange rate against the dollar. Thus, at present, the currencies of all the countries of the Gulf area are tied to the US dollar, with the exception of Kuwait which, in 2007, withdrew from the agreement by switching to a basket peg, whose composition has not been revealed.

The reasons justifying the choice of the dollar peg by the GCC members are manifold.

The most frequently mentioned one focuses on the importance of oil as a source of foreign exchange earnings for the economies of the region. Since international oil prices are quoted in dollars, linking the national currencies to the US dollar guarantees the stability of export earnings, protecting them against exchange risks. On the other hand, invoicing
oil in dollars ensures to the oil-producing countries profits in a currency readily convertible in financial assets in a more liquid and articulated international market and anchoring the national currencies to the dollar minimizes currency risks arising from the holding of foreign reserves and financial assets in dollars.

However, there is also another important reason for choosing to link the Gulf currencies to the dollar. Indeed, given the delays that have characterized their financial, economic and institutional aspects, pegging national currencies to the currency of a country with strong institutions and traditions of stability ensures credibility and confidence to the small economies of the region.

For over twenty years, anchoring to the dollar has allowed the GCC countries fundamentally stable price dynamics. However, since 2002, worsening internal and external US economy imbalances and different economic cycles in the GCC countries and the United States, made the dollar peg a propagator of instability from the anchor country to the Gulf, amplifying the inflationary impact of repeated increases in the price of oil through the liquidity and the cost effect.

The link with the US currency has transformed the oil surpluses recorded by the countries of the Gulf area in increases in the monetary base, preventing at the same time, the possibility to control it, due to the need to avoid speculative capital flows. This led to the alignment of GCC member interest rates to the lower US rates, encouraging the resort to borrowing and the credit expansion, at a time when the rapidly growing economies of the area would have required more stringent monetary policies. The increase in money supply in its broadest definition, has thus fuelled and blunted the rise of internal tensions, which strayed into speculative bubbles such as those that affected the stock market and real estate.

Besides the liquidity effect, a cost effect resulted from the depreciation of the dollar against the currencies of major trading partners of the Gulf countries and, in particular, the EU and Japan. It resulted, in fact, in an increase of prices in domestic currency for a wide range of imported goods, with significant repercussions on the costs of domestic production, living and wage trends. Essentially, the redistribution effects of inflation, in the presence of an expansion in currency circulation,
increased the imbalance, driving hikes on the cost side.

Rising prices, especially for food and housing, have resulted in a decline in real income for large sections of the population, prompting demands for wages increases. The highest increases have been granted by the public sector, enhancing the interest in state employment and making it more difficult for the private sector to hire domestic workers. Thus, the private sector’s dependence on foreign labor increased in a period of strong wage demands dictated by the need to defend the purchasing power of salaries, resulting in a gradual annual increase of wages (from 7% in 2005 to 11.4% in 2008) (GulfTalent 2009).

Overall, then, the dollar peg, in the presence of different economic cycles in the GCC countries and the United States, conveyed the inflationary process initiated by an increase in the international oil demand and price into the expansion of monetary circulation that fed a mixed inflationary escalation, in which pressure on the cost side are superimposed on those on the demand side. This development fuels doubts on the opportunity of maintaining a strict connection between the currencies of the Gulf countries and the US dollar, in a context characterized by deep structural changes in their economies that highlight the differences among them and add to the demands of competitiveness.

In truth, the experiences of the seventies and eighties, which, in a short period of time, witnessed a drastic drop in the huge oil revenues accumulated after the shocks of 1973 and 1979 and the transformation of external surpluses and public balance sheets into deficits, prompted the GCC country governments to undertake, in the late eighties, policies aimed at diversifying the production activities in order to reduce the weight of the oil sector and the dependence of economic growth on the variability of the oil prices. These policies have become more marked in the last decade. The significant oil revenues that have characterized this period were mostly used to accelerate the processes of diversification, encouraging the development of the non-oil sector at higher rates than that of hydrocarbons (Fig. 2);
However, to the extent in which the Gulf countries proceed on the path of diversifying their economic structures, the effects of inflation on the competitiveness of products not related to hydrocarbons are particularly important given the substantial similarity of their factor endowments which causes them to essentially compete in the same production. In reality, despite the progress made, the diversification process is still incomplete and has encouraged both the sectors directly related to oil (exploration and research, refining, marketing and distribution) and the heavy ones that take advantage of low energy prices (petrochemicals, fertilizers, aluminum, steel, iron, concrete). In this context, inflationary pressures raise the important question of their influence on the effective real exchange rates and thus the competitiveness of rival producers in international markets.

As shown in fig. 3, during the last decade, in correspondence with a general depreciation tendency in nominal effective exchange rates of all the countries of the area, in line with the dollar, effective real exchange rates posted divergent trends, reflecting the different extent of domestic inflationary imbalances. In fact, the reduction of the imbalances in Saudi Arabia, Oman and Bahrain were opposed by the appreciation in the UAE, Qatar and Kuwait. Thus, inflation has affected the competitiveness of the various members in different ways, threatening tensions that can jeopardize the objectives of the integration of the area.
Due to the relevance of inflationary differentials in the competitiveness of Gulf countries and the process of their diversification activities, a more careful evaluation of the costs and benefits of the dollar peg is needed. This need becomes greater in view of a future monetary union. In the absence of unification, the single countries can sever their close link with the dollar if it becomes expensive; after the monetary union it will be more difficult to do so unilaterally.

Considerations of this nature led to the decision of Kuwait to drop the dollar peg in 2007 and return to the pre-existing basket peg system.

4. The cost of the dollar peg for the economy of Kuwait

The tendency to consider GCC economies as substantially homogeneous is widespread. In fact, they seem to share several features: small size, limited population, shared language and culture, an arid climate and shortage of water affecting the possibilities of the agricultural sector, great importance of the oil sector, large trade openness, high incidence of migrant labor on the population and the overall labor force, substantial population growth rates. However, behind the apparent uniformity, the advancement of the diversification process has given greater importance to their relative differences in the availability of oil and natural gas resources, importance of the oil sector, levels of income per capita; labor market, demographic growth and budgetary constraints.
These differences may make some countries particularly vulnerable to the effects of inflationary pressures, requiring careful evaluation of the effects of the exchange rate regime to be adopted. This need is particularly felt in Kuwait, given its specificity regarding: a) the structure of the production activity; b) labor market and demographic growth; c) foreign trade and financial relations.

a) The economic structure.

Kuwait is the GCC country that has the greatest dependence on the oil sector. It posts, in fact, the highest percentage of oil exports on the total (95%) and of oil revenues on the total public ones (93.8%); while it is ranked after Qatar for the weight of hydrocarbon production on GDP (59.3%). Moreover, the high relevance of oil revenues on exports justifies the sharp incidence of the current account balance on GDP (43.73%), which appears to be the highest in the area.

These data are explained through the characteristics of the diversification process implemented in the country, which has mainly focused on the exploitation of oil resources, fostering the creation of a comprehensive and advanced industrial infrastructure dependent on oil. This led to deepening the dual nature of the country’s economic structure, pitting a modern oil sector, controlled by the state and by a few large families, against a traditional and obsolete sector mainly managed by private individuals.

**Fig. 4 - Relevance of the Oil Sector on the Economic Structure of the Kuwait (2008, % values)**

![Graph showing the relevance of the oil sector on the economic structure of Kuwait](image)

Source: Central Bank of Kuwait, Quarterly Bulletin, 2009

1 Legenda: OEx/TEx (Oil Export/Total Export), OR/TR (Government Oil Revenue / Total Government Revenue); OP/GDP (Oil Production/GDP); CC/GDP (Current Account Balance / GDP).
The strong dependence on the oil sector makes the economy of Kuwait particularly vulnerable to the vicissitudes of the oil market, by tying its growth to oil demand and price trends. Thus, sudden drops in price may cause recessionary effects, while rapid and large increases may encourage appreciation of the real exchange rate, which could jeopardize the competitiveness of the non-oil sector and the needs of diversification. The costs of the previous effect, known in literature as Dutch Disease, can be amplified by the dollar peg. Indeed, the higher incidence of oil exports on total exports, in the presence of increases in oil prices, favors large surpluses in the current account balance, that the dollar peg can turn into higher monetary circulation, amplifying the inflationary effects of higher oil prices. It is no coincidence, in this regard, that in the past decade the weight of the current account balance to GDP in Kuwait consistently exceeded that of other economies of the area. The risks associated with a close link with the dollar in the presence of economic structures heavily dependent on the oil sector cannot be overlooked, especially when considered in the light of Kuwait’s demographics and labor market, which complicate the effects of inflation.

b) The labor market

Kuwait is a small country with an area of about 17,818 sq km and a population of over 3,441,800 inhabitants: Kuwaitis compose 32% and immigrants 68%. Similar proportions characterize the labor market. In fact, given the scarcity of the national population, the development of the oil sector and the diversification of the production process were made possible thanks to strong inflows of foreign workers, composing today 84% of the total labor force (fig. 4). Thanks to the contributions of workers coming from India, Pakistan, Philippines, Egypt, Lebanon and Jordan, Kuwait was able to initiate a process of substantial development with growth rates above 7% on average for the 2002-2008 period (IMF, Regional Economic Outlook), and an unemployment rate at the end of 2008 of 1.82%, resulting from the average rate of 5.33% for the Kuwaiti labor force and 1.13% for foreigners (Institute of Banking Studies 2009).
The strong dependence on foreign labor, in the presence of low unemployment rates, markedly affects the prospects of growth of the country, depending on the ability to continue to dispose of them. In reality, workers tend to concentrate in the Kuwaiti public sector, both because the employment opportunities offered by the private sector are either too humble or too specialized to be compatible with an essentially humanistic cultural education, and because of the higher wages and benefits offered by the public sector, where, moreover, preferential recruitment policies for national workers apply. This phenomenon is common to all the countries of the area, though it tends to assume its highest representation in Kuwait, where 82% of Kuwaitis are employed in the public sector and approximately 94% of foreigners in the private sector. The non-Kuwaitis are preferred by entrepreneurs for their willingness to accept lower wages and the greater ease of dismissing them.

Thus, migration, despite having secured a flexible global labor market, also promoted its segmentation that impedes the movement of domestic and foreign workers between the public and private sector and rests the continuing process of diversification on the possibility of attracting foreign labor without losing the advantages of flexibility. In
this context, the inflationary effects of the dollar peg may be particularly relevant for the country’s economy. The redistributive effects are dumped, in fact, on a population and a workforce characterized by a predominance of non-Kuwaitis, with the risk of arousing, in addition to demands for wage increases, a climate of tension and intolerance. In Kuwait, moreover, the redistributive effects of inflation on the labor market are exacerbated by the structure of its trade flows.

\[\text{c) Trade flows}\]

For economies like that of Kuwait - small and open to foreign trade - trade relations count on and promote the choice of an exchange rate regime that reduces transaction costs, related to the conversion of currency and foreign exchange risk. This requires careful consideration of the direction and composition of trade flows.

With reference to the direction of trade, the main areas of origin of Kuwaiti imports are Asia and Europe: in fact, about 25% of Kuwait’s imports come from Western European countries, surpassing those from the United States (11%) and ranking second to those from the Asian area (38%) (Fig. 5); whereas Europe is a small partner in terms of exports. A significant flow of Kuwaiti exports, amounting to 7% of the total, goes, in fact, to only four EMU countries (the Netherlands, Belgium, France and Spain). The main market of destination of Kuwaiti goods is, however, Asia and, in particular, Japan, Korea, India, Singapore and China (fig. 6).

With reference to the composition of trade flows, hydrocarbons are the main export item, with an impact on the total that exceeds 95% and is mainly directed to Asian countries. Imports, however, consist mainly in foodstuffs, manufactured goods and machinery and come mostly from European countries.
In this context, the phenomenology of exchange rate system is particularly important. Indeed, the foreign currency revenues related to exports are mainly in dollars, both because the hydrocarbons are quoted in the US currency, and because they are widely used as a transaction currency in the Asian economies. On the contrary, the payment of their imports is largely in euro, given the current practice in European countries to list their exports in their national currency. The relations of exchange between the euro and the dollar have, therefore, great importance for
the countries of the Gulf area and, in the last decade, in the presence the dollar peg, they caused huge monetary losses due to the depreciation trend of the US currency compared to the euro that has characterized most of this period.

The depreciation of the dollar against the euro, moreover, implying also that of the dinar, has led to rising prices in domestic currencies for goods imported from the EU. This is an effect that is particularly relevant for the economies such as the Kuwaiti: small; open to international trade; highly specialized in the production of hydrocarbons; with a segmented labor market characterized by the significant incidence of foreign workers; with limited agricultural production and manufacturing, which forces them to import a large share of their consumer goods, raw materials, intermediate inputs and capital goods. The classification of imports on the basis of their economic use demonstrates that the purchase of foreign consumer goods and intermediate products are respectively 39% and 40% of total imports (Central Bank of Kuwait, Quarterly Bulletin). In this context, the pass-through effect can be particularly burdensome for Kuwait, resulting in increased costs of production and consumer prices. In this regard, the high incidence of imported products in the wholesale price index, estimated at 769.18‰, is significant (Central Bank of Kuwait).

In considering consumer prices, equally important is the country’s high dependence on imported agricultural products and foodstuffs, which constitute about 26% of imports of consumer goods (Central Bank of Kuwait). In fact, the country’s arid climate, the scarcity of arable land and the high rates of population growth make the domestic supply fall short of domestic needs, forcing them to buy significant quantities of foodstuffs from abroad, particularly Asia and Europe. As they occupy an important place in the population’s consumption, about 200‰, an increase in import prices caused by the depreciation of the dollar, in dollar peg conditions, can drive their prices up, worsening the living conditions of the working classes, and especially of migrant workers, fueling demands for higher wages and social tensions.
5. The experience of re-pegging to the basket

On May 20, 2007, Kuwait unilaterally withdrew its commitment to peg its currency to the dollar, made in 2002 as a first step towards the monetary integration of the GCC countries, and restored the pre-existing basket peg regime, anchoring the dinar to a basket of currencies, whose composition and weights were not disclosed. The decision was motivated by the need to curb inflationary pressures arising from the prolonged depreciation of the dollar against major currencies, although, unlike other area coin, the dinar was allowed to fluctuate within margins of ± 3.5% around the declared parity of 299.63 fils per dollar.

Given the importance that the anti-inflationary objective has taken in the choice of the exchange rate regime, it is interesting to review the dynamics followed by prices after the re-pegging to the basket in the light of that choice, although fully aware that other important variables have heavily influenced its development in recent years.

As shown in Fig. 8, in 2007-2009, inflation and dollar-dinar exchange rates have moved in an essentially antithetical manner, featuring two different sub-periods: in the first (2007 - July, 2008), the revaluation of the dinar against the dollar has been accompanied by an accentuation of inflationary pressures; in the second (July 2008, 2009), the depreciation has been associated with their moderation.

Fig. 8 - Inflation Rates and Exchange Rates, 2007-2009 (quarterly values)

Source: Central Bank of Kuwait, Quarterly Bulletin

1 One Kuwaiti dinar equals to 1,000 fils
From 2007 to mid 2008, the dinar has consistently appreciated against the dollar. Appreciation was accentuated after abandoning the dollar peg and reached its peak in July 2008. Overall, during the period from May 2007 to July 2008, the dinar appreciated by more than 8%, from 288.27 to 265.27 fils per dollar. In the same period, contrary to expectations, inflation has significantly accelerated: the quarterly rates of variation in the consumer price index have risen consistently, from 0.69% in the second quarter of 2007 to 4.2% in the first quarter of 2008. Overall, the cumulative increase in prices during that period was more than 10%.

Since the second half of 2008, these trends are reversed. The dinar started to depreciate against the dollar by more than 10% between July 2008 (265.27 fils) and March 2009 (291.87 fils), while the quarterly rates of growth in the index of consumer prices rose in same period from 1, 8% to 0.5%.

Some explanations have been given to justify these trends: what happened in the first period was attributed to the uncertainty that accompanied the decision to abandon the dollar peg, while the trend of the second period was attributed to economic policy decisions aiming at supporting the continuation of the growth process.

With reference to the first period, in particular, the burst of inflationary pressures, despite the appreciation of the dinar against the dollar, was motivated by the lack of transparency that has characterized the introduction of the basket peg. According to a widespread opinion, the failure to disclose the composition of the basket and the weights of currencies created a climate of uncertainty that fueled expectations of a revaluation of the dinar and speculative pressures, with a consequent influx of capital from abroad. The need to contain the pressure towards appreciation of the national currency has pushed down interest rates, encouraging the resort to borrowing, the expansion of circulation credit and inflationary pressures (Khan 2008).

With reference to the second period, however, the coexistence of the depreciation of the dollar with the easing of inflationary pressures was attributed to a deliberate economic policy strategy aimed at curbing the spread of the recessionary effects resulting from the international economic and financial crisis. The depreciation of the dinar, in fact, could have increased the revenues in national currency resulting from
oil exports, thus facilitating investments in public activities supporting the national economy in the presence of a decline in global demand (Reuters 2009).

While agreeing with the former explanations, we believe that the different trends shown by the evolution of exchange rates and prices may have been influenced by the new exchange rate regime and, in particular, the composition of the basket and its possible variations. This impression is based on the strong resemblance, visually ascertainable, characterizing the monthly trend of the dinar-dollar exchange rate and the dollar-euro one in the period 2007-2009. As shown in Fig. 9, the dynamics of the exchange rate of the dinar compared to the US currency tends to reproduce that of the dollar-euro exchange rate, justifying the possibility that the weight of the euro in the basket may have affected the relationship between the Kuwaiti and US currencies. In fact, the correlation coefficient we estimated between the two series is positive and equal to 0.5997 and gives some foundation to the previous option.

**Fig. 9 – Exchange rate dollar-euro and dollar-dinar**

![Graph showing exchange rate trends](source: Central Bank of Kuwait, Quarterly Bulletin)

The next part of this work proposes and econometric estimation that aims at verifying the composition of the basket and its possible changes in the belief that the weight of the euro in the basket may have had some influence on price trends observed more recently. Obviously, it is clear that the narrowness of the survey period and the concurrence
of a set of variables closely related to a period of deep uncertainty and imbalances in the international and Kuwaiti economy does not allow a precise estimate of the possible causal changes in the basket on inflation dynamics.

6. The estimation of weights and the econometric model

The estimation of the weights of the currencies making up the currency basket of Kuwait is conducted, with appropriate changes, on an approach devised by Frankel (1993) and Frankel and Wei (1994, 1995), based on the ordinary least square regression (OLS) for the exchange rate of domestic currency compared to those in the basket and which the two economists propose when it is anchored to a basket with limited flexibility. In later studies they developed a new and more appropriate approach for basket pegging where exchange rates fluctuate around a stated fixed rate and where, in addition to the estimated weights of the currencies, there is also the need to evaluate the flexibility de facto of the exchange rate compared to the central parity. In the case of Kuwait, however, the original method is preferred since former analyses conducted again by Frankel and Wei through the new approach, with reference to the eighties of last century, estimated a coefficient concerning the flexibility of the central exchange rate close to zero, in line with the classification de facto of exchange systems implemented by the International Monetary Fund, which defines the one of Kuwait as a “conventional pegged arrangement to a composite” (IMF 2009).

In this case, moreover, besides the weights, the currencies composing the basket should also be identified since the Central Bank of Kuwait has not disclosed its composition. Data provided by the Institute of Banking Studies

The same technique was subsequently employed by Bénassy, Quéré and Agnès (1999), Ohno (1999), Frankel, Schmukler and Servén (2001), Benassy, Quéré. Coeur and Mignon (2004). It also has been recently used by Eichengreen (2006), Shah, Zeleis and Patnaik (2005); Ogawa and Yoshimi (2008) to verify the weight of the currencies that make up the basket per of China.

A new contribution has been recently proposed by Frankel and Xie (2010) for the case when the countries do not maintain a single consistent regime for more than a few years at a time, but rather switch parameters every few years and even switch regimes.
of Kuwait (2009) reveal in order of importance: the dollar, concerning
60.7 percent of imports in 2007; the euro, with an incidence of 11.3
percent and the yen with 8.4 percent. Thus, it is realistic to suppose
that these currencies are included in the country’s basket. Moreover, it
is appropriate to include also the British pound. Indeed, despite its low
weight in the financing of imports (0.9 percent), it is probably used in
financial transactions, given the broad relevance of the London financial
market. The Swiss franc, instead, given its limited use in the country’s
commercial trade, is used as a constant to measure the variability of
the exchange rate of the dinar against those allegedly composing the
basket.

With these clarifications the regression model is as follows:

\[
\Delta \ln \frac{\text{Dinar}}{\text{FRsv}} = \alpha + \beta_1 \Delta \ln \frac{\text{USD}}{\text{FRsv}} + \beta_2 \Delta \ln \frac{\text{JPY}}{\text{FRsv}} + \beta_3 \Delta \ln \frac{\text{ERsv}}{\text{FRsv}} + \beta_4 \Delta \ln \frac{\text{pound}}{\text{FRsv}}
\]

In it:

- \(\Delta \ln \frac{\text{Dinar}}{\text{FRsv}}, \Delta \ln \frac{\text{USD}}{\text{FRsv}}, \Delta \ln \frac{\text{JPY}}{\text{FRsv}}, \Delta \ln \frac{\text{ERsv}}{\text{FRsv}}, \Delta \ln \frac{\text{pound}}{\text{FRsv}}\) represent,
respectively, the exchange rate of the dinar, the dollar, the yen, the
euro and the pound against the Swiss franc;\n- coefficients \(\beta\) are the weights of the respective currencies in the
basket. The closer the coefficient is to 1, the greater is the tie between
the dinar and the currency taken into account;
- regression is based on first differences of logarithms of exchange
rates;\n- it is also assumed that the standard error is close to zero and \(R^2\) is
near the unit.

5 Frankel and Wei (1994, 2006), Ohno (1999) and Eichengreen (2006) have used the Swiss franc as
the constant; Benassy and Quéré (1999) the dollar Yamazaki (2006) the Canadian dollar. Subsequent
contributions (Frankel and Wei 2007) are regarded a basket of currencies as a constant, such as, for
example, the Special Drawing Rights.
6 In particular, if the fluctuation of the dinar against the franc are largely explained by those of the
dollar against the Swiss currency we can deduce the existence of a close anchorage between the
Kuwaiti and the US currencies.
7 The authors have carried out a logarithmic analysis motivated by the need to reduce the standard error for
each value of the coefficient obtained and to analyze stochastic processes through a linear model.
However, the proposed model seems to ignore the modern econometric contributions in “time series”. Indeed, the time series on exchange rates, even in studies on the percentage changes, do not always represent the result of a stationary process. Several tests on the regression model outlined by Equation (1) - from Durbin-Watson’s to Ljung-Box’s -, and the observation of the correlogram could highlight some issues related to autocorrelation especially among the residuals.

For these reasons, in our work we believe it best to integrate Frankel’s OLS model with an “Auto-Regressive Moving Average” approach supported by the Kalman filter. Furthermore, given the volatility that normally characterizes the daily exchange rates, we also included the Hodrick-Prescott filter in the analysis as a method of leveling the time series.

With these changes our regression model takes the following form:

\[
\begin{align*}
\Delta d.\ln Dinar/Frsw &= \alpha + \beta_1 \Delta d.\ln USD/Frsw + \beta_2 \Delta d.\ln JPY/Frsw + \beta_3 \Delta d.\ln ERsv/Frsw + \\
&+ \beta_4 \Delta d.\ln Pound/Frsw + \mu_t
\end{align*}
\] (2)

\[
\begin{align*}
\alpha_{0,t} &= \alpha_{0,t-1} + \eta_{0,t} \\
\beta_{1,t} &= \beta_{1,t-1} + \eta_{1,t} \\
\beta_{2,t} &= \beta_{2,t-1} + \eta_{2,t} \\
\beta_{3,t} &= \beta_{3,t-1} + \eta_{3,t} \\
\beta_{4,t} &= \beta_{4,t-1} + \eta_{3,t}
\end{align*}
\]

and it is analyzed in an autoregressive moving average (ARMA).

Based on this amended model, the estimation of the weights of the currency basket of Kuwait is conducted with reference to three different periods: 2000-2003, June 2007-July 2008, August 2008-February 2010. The first period is the one preceding the decision of Kuwait to adopt the dollar-peg; the second, following the re-pegging to the basket, includes the period of appreciation of the dinar against the dollar and

---

8 See: *Appunti di analisi delle serie storiche*, Riccardo Lucchetti - 2008, free access online, in “Lucchetti home page”.

9 For a more detailed examination of these issues, see Mele (2009).

10 For the analysis were used two econometric software: Stata SE ver. 11A; Gretl ver.1.8.4.

11 McKinnon (2002) and Ogawa (2006) used the Kalman filter to estimate basket peg regimes in Southeastern Asia. However, it has been used to a simple OLS model where the coefficients assumed temporal variations.
accentuations of inflationary pressures; the third period includes the phase of depreciation of the Kuwaiti currency against the US one and the mitigation in price increases. Regarding the data, the first series uses monthly data, while the second and third use daily data (maximum 5 days). The data were drawn from the "Pacific Exchange Rate Service 2010" and then estimated through a model "AR-MA (2;2)".

7. Results

Time 2000-2003

Model 1: ARMAX (2;2), using the observations 2000-2003 (T = 46)

Dependent variable: ld_Dinar

Standard erro based on Hessian

Estimated using Kalman’s filter (exact MV)

<table>
<thead>
<tr>
<th></th>
<th>Coeff.</th>
<th>Std. Err.</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>-0.000363643</td>
<td>0.000131275</td>
<td>-2.7701</td>
<td>0.00560</td>
</tr>
<tr>
<td>phi_1</td>
<td>1.47949</td>
<td>0.116568</td>
<td>12.6920</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>phi_2</td>
<td>-0.766567</td>
<td>0.115706</td>
<td>-6.6251</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>theta_1</td>
<td>-1.99272</td>
<td>0.0910599</td>
<td>-21.8836</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>theta_2</td>
<td>1</td>
<td>0.0909746</td>
<td>10.9921</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>ld_Dollar</td>
<td>0.895922</td>
<td>0.00825522</td>
<td>108.5280</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>ld_Euro</td>
<td>0.0442709</td>
<td>0.0173746</td>
<td>2.5480</td>
<td>0.01083</td>
</tr>
<tr>
<td>ld_Pound</td>
<td>0.0169509</td>
<td>0.0262529</td>
<td>0.6457</td>
<td>0.51849</td>
</tr>
<tr>
<td>ld_Yen</td>
<td>0.0146352</td>
<td>0.0122557</td>
<td>1.1941</td>
<td>0.23242</td>
</tr>
</tbody>
</table>

Log-likelihood 220.5355 Akaike -421.0710
Schwarz -402.7846 Hannan-Quinn -414.2208
Adj R-squared 0.987079 Root MSE 0.002611

13 *** p<0.01; ** p<0.05; * p<0.1
Time 3/06/2007 to 15/7/2008

Model 2: ARMAX (2;2), using the observations 2-260 (T = 259)
Dependent variable: ld_Dinar
Standard erro based on Hessian
Estimated using Kalman’s filter (exact MV)

<table>
<thead>
<tr>
<th></th>
<th>Coeff.</th>
<th>Std. Err.</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>5.53124e-05</td>
<td>0.000140198</td>
<td>0.3943</td>
<td>0.69319</td>
</tr>
<tr>
<td>phi_1</td>
<td>1.8561</td>
<td>0.0353191</td>
<td>52.5521</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>phi_2</td>
<td>-0.891073</td>
<td>0.0347282</td>
<td>-25.6585</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>theta_1</td>
<td>0.626479</td>
<td>0.0705524</td>
<td>8.8796</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>theta_2</td>
<td>0.190065</td>
<td>0.0650722</td>
<td>2.9208</td>
<td>0.00349 ***</td>
</tr>
<tr>
<td>lpt_ld_USD</td>
<td>0.574081</td>
<td>0.0813774</td>
<td>7.0543</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>lpt_ld_Euro</td>
<td>0.179631</td>
<td>0.145558</td>
<td>1.2341</td>
<td>0.21717</td>
</tr>
<tr>
<td>lpt_ld_Pound</td>
<td>-0.0513517</td>
<td>0.0740543</td>
<td>-0.6934</td>
<td>0.48804</td>
</tr>
<tr>
<td>lpt_ld_Yen</td>
<td>0.096884</td>
<td>0.0679969</td>
<td>1.4248</td>
<td>0.15421</td>
</tr>
</tbody>
</table>

Log-likelihood 2245.636  Akaike -4471.273
Schwarz -4435.704  Hannan-Quinn -4456.972

Time 5/08/2008 al 28/02/2010

Model 3: ARMAX (2;2), using the observations 2-393 (T = 392)
Dependent variable: ld_Dinar
Standard erro based on Hessian
Estimated using Kalman’s filter (exact MV)

<table>
<thead>
<tr>
<th></th>
<th>Coeff.</th>
<th>Std. Err.</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>8.2518e-05</td>
<td>0.000165833</td>
<td>0.4975</td>
<td>0.61881</td>
</tr>
<tr>
<td>phi_1</td>
<td>1.7664</td>
<td>0.0376842</td>
<td>46.8737</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>phi_2</td>
<td>-0.786873</td>
<td>0.0376649</td>
<td>-20.8914</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>theta_1</td>
<td>0.655349</td>
<td>0.0560097</td>
<td>11.7007</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>theta_2</td>
<td>0.21104</td>
<td>0.0528842</td>
<td>3.9906</td>
<td>0.00007 ***</td>
</tr>
<tr>
<td>lpt_ld_USD</td>
<td>0.811498</td>
<td>0.0312324</td>
<td>25.9825</td>
<td>&lt;0.00001 ***</td>
</tr>
<tr>
<td>lpt_ld_Euro</td>
<td>0.155858</td>
<td>0.0437335</td>
<td>3.5638</td>
<td>0.00037 ***</td>
</tr>
<tr>
<td>lpt_ld_Pound</td>
<td>-0.0164269</td>
<td>0.0225378</td>
<td>-0.7289</td>
<td>0.46609</td>
</tr>
<tr>
<td>lpt_ld_Yen</td>
<td>0.00538276</td>
<td>0.0221002</td>
<td>0.2436</td>
<td>0.80757</td>
</tr>
</tbody>
</table>

Log-likelihood 3445.618  Akaike -6871.235
Schwarz -6831.322  Hannan-Quinn -6835.496
Adj R-squared 0.910690  Root MSE 0.000674
From the results of the informative criteria, it is shown that the ARMA-“Kalman” model (2,2) presents for its similar values, therefore, doesn’t differentiate itself. The model, moreover, doesn’t demonstrate common factors, confirming the reliability of the data obtained: an estimation of the robust initial type, it has permitted moreover to limit the effect of the heteroscedasticity of the model, therefore avoiding an ARCH analysis.

The values of $R^2$ adjusted for each regression (developed in the initial OLS model) range from 89% to 98%, indicating that the explanatory variables justify well the dependant variables; standard errors of regressions showed values close to zero, with a maximum value of 0.002611. Finally, analyzing the respective charts of the correlogram of residues the estimate for each period does not reveal any autocorrelation.

Analysis of the coefficients for the three analyzed periods clearly shows that the weight of the considered currencies (dollar, euro, yen and pound sterling) has changed over time.

In the first period, 2000-2003, the currencies whose weight is significant in the basket (from the analysis of the $p$-value) – besides the constant-are the dollar and euro, whose coefficient is respectively 0.89 and 0.04. It is obvious that the influence of the European currency on the Kuwaiti dinar is almost nil, and this may be due to its still young life.

In the second period, June 2007 – July 2008, only the US currency is significant. The value of its coefficient is, in fact, about 0.6. Although in May 2007, Kuwait officially came under a basket peg, in the period under review it actually continued to closely peg the dinar to the dollar and this may have contributed to worsen the inflationary trends, leading to a change in the composition of the basket. The almost exclusive relationship with the dollar may, in fact, have intensified the expansion of the monetary circulation related to inflows of speculative capital that followed the de-pegging.

The results change dramatically when we analyze the latest period, August 2008-February 2010. Here to, as in the first period, the only currencies that appear to compose the basket are the dollar and the euro. However, while the weight of the US currency falls to 0.81, that of the European currency rises to 0.16. There are therefore strong assumptions supporting the impression that the inflationary consequences of the link with the dollar may have led Kuwait to increase the weight of the euro in its basket.
8. Conclusion

For economies such as those of the Gulf - small, highly specialized in a few productions and open to foreign trade - the commercial and financial relations matter and make it particularly appropriate to consider the choice of an exchange rate regime that is not a vehicle of inflationary pressures and reduces transaction costs related to currency conversion and exchange risks. In the new millennium the dollar peg has not complied with these requirements. In the presence of diverging economic cycles in the GCC countries and the United States, it has amplified the inflationary impulses initiated by the increasing international demand for oil and its rising price, through a liquidity and a cost effect.

Awareness of the inflationary consequences of the dollar peg has thus cast doubt on the opportunity to maintain a rigid link between the Gulf and the US currencies, in a context characterized by deep structural changes in the economies of the region, which would highlight the differences between them and add to the demands of competitiveness.

Doubts on the benefits of pegging to the dollar have been more relevant for Kuwait, taking into account the peculiarities of its production structure and the characteristics of its labor market, which tend to increase the inflationary effects of the dollar peg. In fact, given its heavy dependence on the hydrocarbon sector and the high incidence of oil exports on the total, the link with the dollar may boost the expansionary effects of oil surpluses on monetary circulation. On the other hand, the marked prevalence of immigrants in the total population and labor force, low unemployment rates and the preference of Kuwaitis for public employment, tend to exaggerate the redistributive effects of inflation, increasing the risk of wage demands and social tensions.

In this context, the choice of Kuwait to peg the dinar to a basket of currencies widely used in trade and finance is perfectly justified in terms of economic logic. It is consistent with the requirement that the definition of the exchange rate takes also into account the direction and intensity of trade and financial flows on the international market. In other words, the weight of currencies in anchor peg exchange rate regimes should reflect the structure of foreign economic and financial relations. In this respect, therefore, the decision of Kuwait to include the euro in
its basket and increase its weight is fully justified, given the importance of the European currency in its economic and financial trade.

The experience of Kuwait is a useful example for other GCC economies which, despite their close relations with the euro countries, neglect their money in their own exchange rate systems. The importance of their trade with EU countries suggests, in fact, the opportunity to increase the weight of the euro in their systems. Anchoring to a basket peg that includes the euro could bring undeniable benefits: firstly, reducing the dependence of the monetary circulation of the GCC economies from the US monetary policy choices; secondly, limiting the fluctuations in effective exchange rates of national currencies and the risks linked to renewed appreciation processes of the euro against the dollar.

However, at present, the choice of Kuwait to anchor the dinar to a basket peg raises important questions about the future of the planned monetary union. Indeed, although justified in terms of economic logic, this choice differs from that of other partners who continue to adopt a dollar peg.

APPENDIX
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Abstract

The internationalization of retail distribution constitutes one of the most significant phenomenon in the world economy today. The clothing and fashion sector certainly provides a concrete example that is emblematic of this trend.

The products in this sector are the best example of the post-modern concept of goods, because internationalisation is inherent in these products and because fashion, as an aspect of cultural, is a force to be reckoned with in understanding globalisation. In fact the clothes are the material basis of fashion, while fashion itself is a cultural system of meanings.

From the earliest days of industrial production there has been an increasingly widening gap between the market value of a product and its use value and perhaps the product which is most emblematic of this gap is the ‘fashion’ product.

For this reason fashion meets the prerequisites for being studied as a symbolic cultural product and can be considered as the non-material emblem of modern commodity science.

The factors which have encouraged the internationalisation of clothing products are: the existence of a trans-national segment of consumers who have similar characteristics; the homogeneity of models of acquisition and consumption on the global level; the need to enlarge national markets towards similar external markets in order to guarantee
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an adequate sales potential; the opportunity to exploit the economy of replication.

It is possible to distinguish four categories of international retailer of fashion products: Product Specialist Fashion Retailers; Fashion Design Retailers; General Merchandise Retailers; General Fashion Retailers.

The various distribution chains for clothing are: the Continental Leaders; the World Wide Specialists; the Quasi-global Player and the Global Players.

Some example of international companies in the clothing industry are taken in consideration: Benetton Group and Zara (Global players); Hennes & Mauritz (Nearly-global player); Brioni (World-wide specialist).

JEL Classification: F23; L22; L67

Keywords: Internationalisation of retail, fashion clothing, World Wide Specialist, Brioni

1. Introduction

The classical theories on internationalization business were developed during the post-war period, particularly by observing the behavior of United State multinational companies who are the prototypes for businesses engaged in strategies of internationalisation.

The process evolves step by step, because there are factors which can hinder or favor penetration into foreign markets, such as: language, more or less permissive laws, political situation, the phase of industrial development, standards of education and level of culture, lifestyle (traditional, modern) and so on. In some cases cultural difference can be a competitive advantage for the image of the products in question (for example Made in Italy).

In production companies the course followed in the internationalization phase is generally similar: at first a large scale sales organization is formed, with branches abroad, then, because of customs duties, high transport costs, difficulties in coordinating transoceanic shipment and the lower cost of local labor, the first production plants are built abroad.
Once the integration between production and distribution has been accomplished, the problem regarding raw material supply is also solved locally, with lower prices and faster deliveries.

In the distribution companies the phenomenon involves not only the retailing of specialised products but also of non-specialised products. The retailing of specialised products involves notably the electronics and the house goods sectors, but the most significant involvement in this trend is to be seen in the clothing sector and, in particular, in the evolution of Fashion Brand Names and the situation of the Designer Fashion Retailer.

The internationalization of retail distribution constitutes one of the most significant phenomenon in the world economy today (Aiello 2005). This field occurred later than in the industrial sector, but its evolution has been very rapid and has been synthesised as follows (Alexander, 1997):

1) 1880-1945: Some American and European businesses open retail stores in the major cities of these two continents; these stores sell luxury goods that are aimed at cosmopolitan clients and expatriates of that period;
2) 1846-1960: The techniques and methods of retail distribution, particularly those of the supermarket, that were developed in the United States are brought to Europe;
3) 1961-1974: European distributors make significant investments both in Europe and in the United States;
4) 1975-1989: After an initial slow down due to the economic crisis brought about by the increase in the price of oil, the investments made in Europe and the U.S. are renewed; the Japanese begin to invest in the sector in Europe and in North America;
5) 1990-1999: in this phase there is a growth in retail businesses in the European Union, in the countries party to the NAFTA (Canada, United States and Mexico) and in the emerging markets of eastern Europe and Asia.

The extension of internationalization determines a new situation. In addition to its economic aspects, globalization also involves social and cultural factors which often lead to a homogeneity of lifestyle in which individuals behave like “universal customers”. The opposite
can also be true: economic effects can be caused by social and cultural events. A “global product” is sold all over the world without (or with a limited) modification.

Viewed from this perspective, the fashion clothing product is emblematic of both globalization’s economic effects as well as its socio-cultural factors.

2. The internationalisation of products

The internationalization of retail involves not only the retailing of specialised products but also of non-specialised products. The retailing of specialised products involves notably the electronics and the house goods sectors, but the most significant involvement in this trend is to be seen in the clothing sector and, in particular, in the evolution of Fashion Brand Names and the situation of the Designer Fashion Retailer.

One important aspect to consider is the evolution of consumer habits. Changes in consumer preferences are motivated by socio-economic and demographic factors and are conditioned by elements that are sometimes general but can also be specific to particular countries. The variables involved are: age, range of income, employment rate of women, level of education, life style, etc.

One very interesting hypothesis maintains that the behaviour of consumers can be divided into two extremes: on one extreme consumers are oriented towards routine purchases for goods which they perceive to be ordinary (in this case they look for satisfactory quality at a competitive price); on the other extreme consumers are oriented towards purchases, which are becoming more and more personalised, of goods for which there is a high level of emotional involvement, as is the case with clothing. The acceleration of the process of internationalisation of retail operations is linked to the need to be competitive, a need that leads businesses to look for opportunities for growth outside of their markets of origin. Often this growth becomes a question of necessity and not a matter of choice.

The method used for entry into foreign markets is one of the most important aspects in the process of internationalisation. The advantages
and disadvantages associated with the possible choices are mainly linked to competitive conditions in the business’s own home market; to the position of the brand name and the forms of distribution to be used; to the target market. Market entry methods can be summed up in the following five points (Treadgold 1990; Lorenzoni and Mararesi 2001; Horvarth 1994; Dawson 1994):

1) A company’s opening retail stores of its own abroad is one of the most important and widespread methods for entering foreign markets. Entry into the new market can take place with a limited expenditure of resources and if difficulties arise it is possible to withdraw from the market in a short time. Moreover, the company retain complete control over the business and any possible future developments.

2) Growth through an external line generally occurs through the acquisition of retailers already present in the local market. The principle advantage of this method of entry is the speed with which a company establishes its presence in the foreign country. If this expansion is carried out in a developed country, it is possible to gain a share of the market that would not have been possible through simple exportation. In addition there is the opportunity to have stores in places where it would not otherwise be possible. This method is preferred by big businesses.

3) The acquisition of a minority share in a business already present in the foreign market is method of entry that is of a temporary nature. It is an expediency that serves to acquire knowledge of the market with a minimum of risk.

4) Franchising is one of the most widespread methods for internationalising in the retail sector especially for businesses that are not very big. This method allows for the rapid setting up of a broad network of retail distributors at a low cost. Within this network the international retailer assumes the role of franchisor, consents to the use of his identity and shares his knowledge of distribution. The local retailer contributes the use of his store and his experience of the local market.
5) A business can choose to enter into a foreign market by stipulating an agreement with a partner to use their network of distribution. Such an agreement could provide for the rental of product display space or for the concession of whole retail stores or other distribution points. It is also possible to create a new corporation together with partners (joint venture). The principle advantage of agreements of this type is that they guarantee rapid and direct access to an already existing distribution network without having to make important investments. It is also possible to set up mixed networks of distribution, for example, some retail stores that are owned and others that are held under a franchising agreement.

Some of the reasons that spur businesses towards internationalisation of retail are:

(A) The saturation of the market of origin: this is one of the most important factors that push retailers towards other markets, when there is no possibility of an increase in demand in the domestic market or no available sites at which to open new stores. This can happen both with products of mass consumption as well as niche products (Santoprete and Giaccio 2003).

(B) The presence of excessive regulation that impedes development in one’s own country. For example, in Italy Law n. 426 of 1971 blocked the growth of national retailers who were then unable to become large enough for overseas expansion; at the same time this law created a barrier for foreign businesses that wanted to enter the Italian market. However, when the law was changed, overseas competitors were able to enter the Italian market by acquiring market shares in companies or even whole Italian companies.

(C) Economic and demographic factors: the evolution of pro-capita income and expenditures, and therefore, of the dimension of the internal demand; changes in consumer behaviour; changes in the composition of age groups, etc.
Many authors use the so-called ‘eclectic Paradigm of Dunning’ to explain the motivations that push companies towards internationalisation of distribution. According to this paradigm internationalisation of a company is opportune only if advantages linked to three interdependent variables are present: ownership, localising and internalizing (Dunning 2000).

The factors which attract a retailer towards internationalisation can be summarised as follows:

a) A company’s brand image is the basis for its strategy of differentiation in its market of origin. Brand names, which have acquired more and more importance in all commercial sectors, have become, in the fashion sector, a deciding factor (Wigley, Moore and Birtwhistle 2005). The brand name becomes the vehicle for informing buyers about where the product was made and this is an important aspect of what the retailer is offering. The image of the country of origin is for Italian fashion retailers, as well as for others, a strong point that can be exploited.

b) The knowledge of distribution techniques that has been acquired in the market of origin favours internationalisation, particularly as regards entering the new market through franchising since in this method of entry distribution know-how is an integral part of the agreement with the local partner.

c) The amount of demand present in the new foreign market is another factor.

d) Another element is the absence or limited presence of restrictive regulations in the foreign market. For example, the U.S. market attracts European retailers, not only because of the size of the demand, but also because of legislation which is open to foreign investment and even limits the growth of local retailers through anti-trust laws².

² An example of a contrasting situation, i.e. one where difficulty in entering a new market depended on restrictive regulations, would be that of Benetton. Present in the Chinese market since 1991 Benetton has encountered serious obstacle to expansion due to the country’s protectionist policy. When Benetton first arrived in China the law prohibited foreign companies from opening retail stores of their own. Only in 2004 did the Shanghai Foreign Economic & Trade Commission grant its permission to Benetton to open and directly manage, without intermediaries, their own retail stores.
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e) Geographical vicinity and cultural affinity are also factors that can favour the introduction of products, which in other contexts, might seem too different to be accepted.

Companies can be distinguished on the basis of the different strategies they adopt in their international investments:

1) Global companies have a high level of specialisation in their methods of distribution and they are present in many countries. Some of these are based on large scale formats and on the presence of commercial brand name (for example, Aldi, Ikea) or industrial brand names. Others are based on small scale formats or concept stores (for example, Benetton, Body Shop).

2) International multiform enterprises are characterised by their presence in many countries with formats of varying size and assortment. Depending on the specific requirements of the market in which they are working they may be involved in the food sector or a sector which does not include food.

3. Motives for focusing on the clothing-fashion sector

The clothing and fashion sector certainly provides a concrete example that is emblematic of the trend towards internationalisation³.

Why the choice of this sector? Because the products in this sector are the best example of the post-modern concept of goods, because internationalisation is inherent in these products and because fashion, as an aspect of cultural, is a force to be reckoned with in understanding globalisation. In fact, semiologist Roland Barthes has observed that clothes are the material basis of fashion, while fashion itself is a cultural system of meanings (Barthes 1970). In other words, clothing is a material product while fashion is a product of culture.

Although there is a close connection between clothing and concepts of fashion, it is clear that not all clothing can be considered as part of

³ In Sartor Resartus (1833-1834) Thomas Carlyle wrote: “I am going to write about... Silliness: I’m going to talk about clothes. God help me!”. In Carlyle’s day in scholarly circles clothes were discussed only for purposes of criticising and condemning their excessive frilliness, which was thought to be immoral.
the basis for a system of meaning and not all clothing comes under the heading of ‘fashion’. The term ‘fashion’ clearly denotes a more restricted field than that of ‘clothing’. Moreover, it is a well-known fact that there are a series of phenomena that have nothing to do with clothing but which are nonetheless part of ‘fashion’. The term ‘fashion, in this sense, has a broader range of meaning than the term ‘clothing’.

Definitions for these words that specify the precise characteristics that distinguish them should be found. Although there is much literature on this subject, there seem to be no convincing statement of which properties characterise each one. One provisional or working definition proposed by Svendsen (2006) is: An object is fashion if, and only if, it functions as an element of social distinction and is part of a system in which it will be substituted relatively rapidly with something new”. Examples can be made of what we do and do not consider fashion, but it is not possible to formulate a definition that contains all of the necessary and sufficient conditions.

In modern culture goods, knowledge and technology are among the things which dominate Man. All goods have a cultural component and if it is this component that prevails then it is the “cultural” aspects of that product that are on sale, and not its “material” aspects.

Once separated from its function a product is merely a symbol, and the most common reason for which we have always consumed symbols is to provide ourselves with an identity.

The Dictionnaire de la mode au XXe states that the French word mode, which means a collective style of dress, first appeared in 1482. It comes from the Latin modus. The English word fashion comes from the Latin facio or factio that in Old French became fazon and later façon and then the English fashion that means both ‘to make’ and ‘to form’, that is, to make in a particular form. By 1489 the word had assumed the meaning of “conventional usage” as regards clothing or lifestyle particularly in reference to the styles to be observed in the higher spheres of society. The current and predominant meaning of fashion appeared at the beginning of the XVIth century as “a special manner of tailoring clothing”.

A determination must still be made as to which elements are ‘socially distinctive’ and what exactly constitutes ‘something new’.

The example proposed by Cappelletti is apt here: Des Carte has new clothes made to wear to the Philosophy lesson he is going to give to Queen Christina of Sweden. By doing so he demonstrates something that did not exist before: the clothes of the philosopher have to cede their place to the clothes of the teacher. “His natural aspect is a mask until his corporality has been analysed, understood and symbolised … the person hides his nudity in order to negate himself as man-in-nature and to affirm himself ( and to appear as) man of culture…Fashion becomes a mediation between the body that hides itself and the body that displays itself to the view of others, between the natural body and the humanised body, or the body dressed in clothes that becomes appearance, the fashion chosen by him to show himself. Man is a mask waiting to rediscover himself in order to show ‘the man inside’ (Il Sè, Cappelletti 2003).
The post-modern consumer projects an ideal pleasure onto new products because old ones have lost their power to enchant (Campbell 1989). Simmel remarks that clothing should adapt to the person instead it is the person who has to adapt himself to the clothes (Simmel 1998, 2003). While the traditional consumer thought of consumption as a means to an end, the post-modern consumer sees it as an end in itself.

In the fashion system the article of clothing is the imaginary object that we desire, what we actually wear is the real garment⁷. It is difficult to say that a garment with the brand name Gucci has a different or higher value with respect to a garment with the brand name Zara, even though the former costs ten times more, the difference is not functional but symbolic. Its trade value is completely disconnected from its use value since a Gucci dress is the expression of an ‘artificial’ need and its symbolic value amply exceeds its use value. One does not buy simply goods but rather what they represent⁸.

Goods then must first be transformed into signs before they can become objects of consumption; the brand name makes the object ‘real.’ Goods become more and more invested with prefabricated symbolic meaning which causes a certain reaction on the part of consumers.

From the earliest days of industrial production there has been an increasingly widening gap between the value in exchange of a product and its value in use and perhaps the product which is most emblematic of this gap is the ‘fashion’ product.

For this reason fashion meets the prerequisites for being studied as a symbolic cultural product and can be considered as the non-material emblem of modern commodity science.

The principle of fashion is o provoke a continuous acceleration and to make an object superfluous as quickly as possible in order to put a new product on the market in its place: clothing becomes worn out, quality

---

⁷ In the world of fashion there are always two contrasting objectives: on the one hand a person is made to seem unique and on the other hand he is shown to belong to a group. Wearing a garment means being a walking paradox since it expresses both individuality and conformity.

⁸ The idea that the most important part of a product is not the object itself, but rather the ‘metaproduct’, is not new. The earliest shopping centres that date back to the middle of the 1800s were conceived as places in which the experience of buying was fundamental. It was for this reason that art exhibits and music concerts were held in salons specifically reserved for these purposes within the centres. The Selfridge department stores, which opened in London in 1909, were advertised in terms that carefully avoided direct mention of anything as trivial as goods. The emphasis was completely on the ‘experience of luxury’.
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clothing lasts a lot longer, but the symbolic value is consumed more and more rapidly. “Novelty is a value that is bought. The novel in fashion seems to have, in our society, a well-defined anthropological function which depends of its ambiguity: it is at the same time unpredictable and systematic; regular and unknown” (Barthes 1970).

Put in the simplest terms possible: the main problem of the post-industrial business is not in satisfying the needs of consumers but rather in creating new needs.

Passing now to the second point: are clothing and fashion universal products and, as such, intrinsically open to internationalisation? Is this phenomenon limited to the West or is it universal?

Adopting a general definition and keeping in mind the observations made in very different societies, Cannon (1998) maintains that “even though the processes of emulation and differentiation of fashion are more apparent, in the rapid changes that characterise the systems of industrial production, the same processes can be observed in most cultures [...] and in its general definition as agent of change of style, fashion appears to be universal.”

It follows then that the concept of fashion can be effectively applied to both industrialised and non-industrialised, as well as to Western and non-Western, cultures.

Fashion as an institutionalised system first appeared in France in the middle of the 19th century even though as a cultural practice it was already present during the reign of Louise XIV. Colbert (1619-1683) manipulated fashion to make French products more desirable in the eyes of the elite class of European consumers (Mukerji 1997).

At one time fashion trends came from a centralised system that had its origins in Paris. This system has now been replaced by groups of designers from various countries who create styles for consumers in a globalised market (Crane 1999). Fashion now comes from a plurality of sources and is spread in different ways in different consumer groups; studying its diffusion, in fact, is now more difficult because the creation of fashion is increasingly decentralised.

Fashion is the result of the acceptance of certain cultural values that remain open to relatively rapid change. Consumers imagine they are buying those added values when they are buying the article of designer clothing.
In the past new designs were presented to the client with a sample of the fabric or the completed article was displayed on a wooden mannequin (Diehl 1976). After 1850 mannequins began to be made with cardboard and were sent all over Europe, and even to Russia; they were considered indispensable elements in the distribution of the latest French fashions. The popularity of the doll-mannequin lasted up until the end of the 1800s when they were gradually substituted with French figurines, and then with fashion magazines and finally with fashion shows.

The important English designer Charles Worth, who worked in Paris in the 1800s, had the idea of using his wife Marie as a model for his collection: from then on he began using models in fashion shows to present his collection to his clients. By the beginning of the 1900s the use of live models to present fashion creations to private clients and to the international press was already a consolidated practice, both inside the atelier as well as at special gala parties and other cosmopolitan gatherings. The industry relied on the growing number of publications dedicated to fashion and to new fashion trends. Specialised magazines, which reached a broad audience of international readers, carried stories about the best of the Paris collections (Mendes 1999).

By the beginning of the 20th century a uniform, homogeneous market with mass production of similar goods was in expansion all over Europe, and fashion, which had once been the symbol of luxury, was now affordable by everyone. Producers accelerated the speed of turnover and when a new fashion appeared anyone who had sufficient taste and resources, including the previously excluded social classes, were able to acquire the new fashion and use it as a means to social affirmation.

“The consumption of cultural goods, such as fashionable clothing, has taken on an increasingly important role in the construction of personal identity, while the satisfaction of material needs and the emulation of superior classes are now of secondary importance.” (Crane 2004) Imitating haute couture “is no longer fashionable”.

---

10 In this regard it is interesting to note that as early as 1391 Charles VI of France sent the Queen of England life-size dolls dressed in the latest fashion, in clothes that had been custom made for the Queen herself.

11 In 1911 the Chambre Syndacale de la Couture Parisienne was founded and it became responsible for setting the rules that regulated fashion shows, advertising and reproduction of designs. For example, photographs and sketches were prohibited.
There are now a multiplicity of sources of fashion on an international level (London, New York, Milan, Tokyo, Sidney and others) and there is a growing number of designers of the younger generation all over the world who come from an urban culture and who are creating a variety of ‘street styles’. For example, young Japanese designers take their inspiration from the streets of Tokyo and they are very popular among adolescents who are trying to construct a group identity (Kawamura 2006).

In modern society the styles of fashion are offered in different forms to different social classes so that the new trends can reach nearly every level of consumer, regardless of geographic area in which he lives. Blumer (1969) used the expression fashion system to analyse the workings of fashion as a social mechanism. The fashion system is a complex mechanism that facilitates controlled change in a mass society that is no longer able to furnish an identity that is stable and clearly identifiable, or to maintain order through rigid social customs (Davis 1993; König 1976). When a style comes to be called a fashion, advertising and the press confer prestige and social value on it, constructing its desirability and encouraging consumers in all the world to accept it. Under a system of mass production fashion has become democratic and globalised, and no longer has a precise cultural classification.

The appearance of avant-garde designers from a wide variety of ethnic backgrounds, has been considered as the beginning of postmodernism and a further step towards an authentic internationalisation. The broadened competition, both geographic and in terms of goods offered, has led businesses to search for new markets to enter and to concentrate their skills on these new markets.

Fashion is one of the sectors in which this phenomenon has had its greatest impact, so much so that it is possible to say that this industry has truly undergone a globalisation.

In analysing the process of internationalisation of a particular production sector, the factors influenced by consumer behaviour and by the structure of the distribution network must be taken into consideration (Bartlett 1989). One such factor in the clothing sector is the globalisation

12 In democratic societies, in the absence of royal or noble families, film stars, popular singers and even politicians and their families have become fashion icons. The creations of designers are sure to receive attention when they are worn by celebrities. This is an instance in which producers and consumers collaborate in maintaining the ideology of fashion.
of demand: there is, in fact, a progressive homogenisation of tastes and trends in fashion on the international level that has made it necessary for the various brand name products to adapt to commercial distribution on a global scale. This homogenisation of trends is taking place both in the luxury sector as well as in the medium range product sector.

Businesses that deal in luxury brands introduce themselves into the international market, stocking their stores in all of the countries in which they are present with similar assortments of their products; they are careful to project the right image, they make substantial investments in advertising and they open flagship stores in all of the fashion capitals. The general fashion retailer (who deals in medium range products) replicates the distribution system it uses in its home country when it goes abroad. The standardised range of goods are in response to consumer demand and they are easily transferred among the various markets. In addition, these products have the advantage of economy of scale.

The product sold in clothing chains is conceived of in such a way as to meet the tastes of a broad range of consumers; it is made to be a truly universal product. For example, the design and the styling of these products are based on studies carried out to determine the trends expressed all over the world by consumers in the medium range segment. Even the data obtained in retail stores is analysed to improve the assortment of products, etc.

It is possible to sell the same product sold in the market of origin abroad: the product (already planned for the national market) is simply transferred abroad without any modifications (this is done by businesses who are in the initial phase of internationalisation).

It is possible to sell new products which have been developed from the outset for sale in a number of countries. A ‘standard’ product is manufactured and then adapted to the specificities of various countries, without making any modifications (Mosca 2005).

4. Processes of internationalisation of the retail clothing-fashion sector

Developments in the clothing sector are more and more conditioned by the tendency to focus strategy on distribution. Sometimes internationalisation is the only possible solution to stagnation in the original markets.
Historically, clothing has been considered as belonging to that category of goods for which consumer behaviour is conditioned by brand name (Fornari 2000). Recently the consumer’s attention has moved away from the brand name of a product towards the brand name of a store. Practically speaking the brand name retains its central importance as the distinguishing element that communicates stylistic and emotional attributes, but the seller must characterise the product, the retail store where it is sold and the communication (Aiello and Donvito 2005).

In the fashion business the ability to compete in the long term depends on the capacity to keep value of the offer stable, while continually offering the products anew in innovated forms. In this way the life cycle is determined by the succession of life cycles of the individual products (or individual seasons) (Prandelli and Saviolo 1996).

The phenomenon of internationalisation in the distribution of fashion industry products started to become substantial about 40 years ago. Hollander (1970) points out that some of the most successful networks of overseas distribution were those of designers and atelier themselves who positioned their retail stores in the most prestigious streets of the capitals that symbolised Western wealth (New York, London and Paris) targeting the segment of the market that had the clients with the very highest incomes.

Generally, businesses in the fashion industry internationalise their production first and then their distribution.

It is possible to distinguish four categories of international retailer of fashion products (Moore and Fernie 2004):

1) **Product Specialist Fashion Retailers** are businesses specialised in one particular type of product, for example: for children, for men, for women, for sport, and so on; they usually have small retail stores that are located in areas of great flux, such as city centres, shopping centres and airports, etc.

2) **Fashion Design Retailers** are businesses connected with the figure of the designer or with a stylistic identity which is easily recognisable. These businesses present their own collections at seasonal fashion shows in the fashion capitals (Milan, Paris, London, New York); they have their own network of distribution with their own brand name (the designer’s name or another name that is assoc-
ated with their business) and they are present in stores owned and operated by others in at least two other countries.

3) General Merchandise Retailers sell fashion products, but also other consumer goods, identifiable by a brand name, as well as a low cost line of goods. The latter are routine purchase products that have a low per unit cost and few distinguishing features (handbags, shoes, belts, etc.) and are not distinguishable by a recognisable brand name. These satisfy the basic needs of low income buyers or buyers who have little interest in buying these particular types of products.

4) General Fashion Retailers offer a wide assortment of fashion products, including accessories, that are aimed at specific segments of demand or at the average consumer.

The process of internationalisation has been encouraged by the transformation of many businesses into corporations that are listed on the Stock Exchange, for example, the sale of stock in Tommy Hilfiger, Gucci, Donna Karan (all initially run by families). Becoming public corporations greatly changed the nature of these businesses.

An interesting element in the recent evolution of the Fashion Design Retailer is the separation of collections and of brand names according to the segment of client being targeted: haute couture, ready-to-wear and diffusion. The haute couture collections have the essential objective of creating images; the ready to wear collections are made for multi-brand distribution in the producers own retail stores; the diffusion collections have their own brand name and a volume of production that is greater than the other two types and they are aimed at middle or middle-high income consumers.

Generally the entry of the Fashion Design Retailer in a foreign market takes place in four phases:

1) The launching of the haute couture and ready to wear collections in the capital or largest city of the foreign country, in department stores, followed by the distribution of the ready to wear to wholesalers and retailers of the major cities of the country.

2) The opening of flagship stores for the sale of the haute couture and ready to wear collections in the capital or largest city.
3) The opening of flagship stores for the sale of the *diffusion* collection in the capital or largest city, followed by the sale in other important cities through wholesalers.

4) The opening of a *diffusion* store that sells directly to the public, or of franchises in the principle cities of the country.

These phases first appeared in the 80s and 90s in many of the businesses that today dominate the international market. There are also businesses that initiate the process of internationalisation simply by opening some retail stores. This is the method usually undertaken by small businesses and by designers who are not well known.

One interesting aspect of this market is ‘*fast fashion*’ which developed in response to changes in consumer buying habits. This phenomenon regards most often young female consumers and it has been particularly important in Europe where the market share for this group in 2005 was 18% in Spain, 12% in Great Britain and 8% in France but less than 1% in the United States (Moore and Fernie 2004).

A more rapid distribution process now allows for a very fast replenishment in the assortment of the collection of clothes available in retail stores. Consumers are now oriented to more frequent visits to retail stores and their purchases are less and less programmed, and more and more on impulse: each time they visit the retail store they hope to find something new. This means that a limited number of each article is produced and that these must be sold in a short period of time\(^\text{13}\).

Fast fashion products must be available in stores soon after a new fashion trend begins and after the most well known designers have begun spreading the trend. These products usually have a low price, but in order to insure that consumers buy them it is necessary that they have the perception of a continuous innovation of the goods on sale. Producers release new collections at shortened intervals and the traditional seasonal subdivisions (autumn/winter) (spring/summer) have little meaning: the life cycle is reduced to a few weeks. For example, in companies who aim at the younger segment of consumers, like Zara, Hennes & Mauritz and Top Shop the replenishment of assortment can

\(^{13}\) This practice spurs consumers to buy since they know the article may be gone on their next visit to the store.
take place weekly and the development of new products does not take more than four weeks.

The company must make the best use of the brand name identity, the fashion content of the product, advertising, product assortment and the product displays in retail stores.

The most frequently used methods for entering a foreign market are: 1) franchising 2) opening one’s own stores 3) joint venture (Sani 2006).

1) In the clothing sector the most frequently used method is commercial franchising which allows for a rapid international expansion with a reduced expenditure of capital. It is one of the most widespread forms of partnership that is used in this sector (17% of the total number of contracts in all activities) because it permits companies to take a middle position between complete ownership and independent relations on the market. With this method it is possible to adopt a standardised and repetitive sales system no matter what the market.

Commercial franchising is the preferred solution of small clothing companies that have limited resources of their own to invest but who nonetheless want to enter into retailing through a vertical semi-integration. For large distribution organisations franchising is, instead, a tool to be used in the transitory phase of penetrating the market, which will then be substituted by wholly owned retail sales operations.

The franchisee benefits from the franchisor’s experience, notoriety, and reputation for reliability; he can take advantage of large scale economy savings in central operations, buying and marketing. Moreover, the franchisee reduces his own entrepreneurial risk and can avail himself of the franchisor’s training and technical assistance. This system, therefore, affords substantial savings in costs of production and distribution which, in turn, make it possible for the franchisee to lower the sale price.

The effectiveness of franchising as a means of penetrating a market can be seen from the following episode that occurred in a shopping centre:

A franchise store selling goods of medium-high quality, with offers aimed at different age groups of consumers that varied in life style and buying power was opened near a boutique in a clear breach of the landlord’s contractual agreement to observe the limitations on use to which the store could be put.
The goods sold in both the store and the boutique were articles of clothing in the medium to high range of young women’s designer fashion – the goods in the boutique, however, tended more towards the high level. The prices set by the two stores were considerably different and since the goods were essentially similar in their merceological characteristics, the boutique experienced a loss of clientele to the franchise store.

An examination of the daily receipts ledger for the year 2003 and the sales flowchart for the same period show that the boutique suffered an average sales loss of 8% per month (see Figure 1). The financial damages due to loss of earnings, calculated by applying the loss suffered in 2003 to the duration of the entire contract, adjusting that figure for inflation, were in the amount of € 30,321.

![Sales receipts flowchart for the year 2003 for the boutique under consideration](image)

**Fig. 1**
Sales receipts flowchart for the year 2003 for the boutique under consideration

Source: empirical data taken from the daily sales receipts ledger.

2) Company owned stores allow for a greater control over the business. The relations between production and distribution are closer and it is easier to optimise stock by continuous replenishment of assortment.
The traditional practice of ordering goods far in advance of the season when they are to be sold (basing the order on predictions made on past sales) is obsolete; continuously replenishing a share of the assortment through the “fast collection” tends to lead to “production on request”.

3) Another device which is a middle course between franchising and company owned stores is the joint venture, which consists of an agreement between two companies to create a third, independent company for the purposes of engaging in entrepreneurial activity. The joint venture is used, for example, in countries where cultural differences necessitate collaboration with a local referent, when the large quantity of demand requires management by a local importer (for example, in the Japanese market), when there are considerable regulatory obstacles to be overcome in opening company owned stores (as was the case up until a short time ago in China).

The various distribution chains for clothing differ from each other greatly. These differences have been pointed out in the classification proposed by Calori et al (Calori, Atamer and Nunes 2000; Sani 2006) (Table 1 below).

<table>
<thead>
<tr>
<th>Geographical extension</th>
<th>Continental leaders</th>
<th>World-wide specialist</th>
<th>Quasi-global player</th>
<th>Global players</th>
</tr>
</thead>
<tbody>
<tr>
<td>All of the countries on a continent</td>
<td>Ample international coverage</td>
<td>Large number of countries all over the world</td>
<td>Large number of countries all over the world. High number of stores per country.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Segment</th>
<th>Relatively ample</th>
<th>Limited</th>
<th>Limited. Segment of the mass market</th>
<th>Limited. Segment of mass market</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Method for entry into markets</th>
<th>Prevalently acquisitions</th>
<th>Franchising</th>
<th>Acquisitions</th>
<th>Franchising</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method of standardisation</td>
<td>Relatively homogeneous</td>
<td>Homogeneous</td>
<td>Homogeneous</td>
<td>High level standardisation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method of international management</th>
<th>Global supply networks</th>
<th>Often vertical integration</th>
<th>Global supply chain</th>
<th>Global supply chain</th>
</tr>
</thead>
</table>

| Examples of companies | C & A, Marks and Spencer | Brioni | H & M, Gap | Benetton, Zara, Mango, Kookai |


The first column lists Continental Leaders who aim at a limited, well-defined segment of the market, offering a wide range of products. Their
frame of reference is principally continental, for example, Marks & Spencer (British) and C & A (Dutch) operate in the European market.

The second column describes World Wide Specialists, companies that are distinguished by their presence in the international market and by their targeting of a limited segment of the market with the objective of specialising in a particular sector, for example, Brioni.

The third and fourth columns show the characteristics of international clothing chains whose brand names have long been consolidated at the global level, which is indicative of standardisation (global fashion retailer). Elements which these two configurations have in common are: vast international networks of retail stores, global supply chains that replicate the same concept of sales, from the standardisation of assortment to the style of the product and the price levels, irregardless of the geographic locations of the stores. The two configurations differ as regards geographic extension and international presence; while the global players have a world-wide presence, the quasi-global players are principally concentrated in Europe and in the United States. Their extension is not capillary and often they are present in only a few markets, often at a distance from each other, but they have a high number of stores. Their objective is to produce articles of clothing that attract the middle segment of the market in each country.

In conclusion, it is possible to note that, as regards the international configurations, the clothing sector presents great diversity which is not easily classifiable within the definitions of theoretic models (Sani 2006), as is clear from information summarised in Table 2.

The companies mentioned above, as well as Etam (French), C & A (Dutch), Mango (Spanish) and Next (English) all have in common that they are characterised by the speed of their response to the market, and for this reason are referred to as “fast food fashion”. The type of clothing produced and sold by these companies is called “casual wear” and the market targeted includes the highest possible number of potential clients (i.e., of different ages, genders, income levels, fashion consciousness and tendency to consume). Within the context of their chains these companies can specialise, for example, in men’s wear, women’s wear, children’s clothing, young fashion, sports clothes, etc. (Sani 2006).

Generally the store name coincides with the brand name (important
element of the image) as is the case with, for example, Benetton and Zara. Others, like H & M have one store name that sells products with 16 different brand names for articles that vary in style and for the market at which they are targeted.

As regards the merchandise, two different types are sold:
- the basic type: this collection is standardised and is not very different from that of the preceding seasons;
- the fashion type: this collection reflects the latest in fashion trends.

The prices are aimed at two types of markets:
- the mass market in which the client chooses a product on the basis of price (preferably low) and does not take other aspects, such as fashion and quality, into consideration;
- the selective market in which prices are higher and in which there is a higher level of quality.

Table 2
Some distinctive elements of the “Global” group

<table>
<thead>
<tr>
<th></th>
<th>H &amp; M</th>
<th>Gap Inc.</th>
<th>Benetton</th>
<th>Inditex</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of origin</strong></td>
<td>Sweden (1947)</td>
<td>United States (1969)</td>
<td>Italy (1965)</td>
<td>Spain (1975)</td>
</tr>
<tr>
<td><strong>Store names</strong></td>
<td>H &amp; M</td>
<td>Gap; Banana Republic; Old Navy; Forth &amp; Townee</td>
<td>United Colors of Benetton(adult); United colors of Benetton (kids); Undercolors; Playlife</td>
<td>Zara; Massimo Dutti; Pull&amp;Bear, Bershka; Stradivarius; Oysho; Kiddy’s Class; Zara Home</td>
</tr>
<tr>
<td><strong>Number of commercial brands</strong></td>
<td>16</td>
<td>7</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td><strong>Number of stores</strong></td>
<td>1068</td>
<td>3022</td>
<td>6200</td>
<td>2244</td>
</tr>
<tr>
<td><strong>Number of countries</strong></td>
<td>20</td>
<td>5</td>
<td>120</td>
<td>56</td>
</tr>
</tbody>
</table>

5. Quasi global players and global players: some examples

The global enterprises first expanded into countries that were close to their own country both geographically and culturally, and then they expanded into other more distant markets\textsuperscript{14}. Even after internationalisation has begun the majority of these companies continue to sell the highest percentage of their products in their country of origin. For example, even though Inditex is present in 56 different countries it sells 45.5% of its products in Spain and Benetton which is present in 120 different countries sells 27% in Italy.

Companies that distribute their products internationally aim at a “global clientele” which perceives itself as similar in spite of geographic boundaries. Products are not adapted to each individual local culture, store names and brand names do not undergo changes from one country to another and even the advertising campaigns are of a general character.

The trend of market demand towards the middle-low range characterised by low prices and low quality has led to a change in the structure of the market. The traditional pyramid form – with the low, medium and high levels tapering into a point, has now been replaced by an hour glass form which is oriented towards two levels, one high and one low, separated by a narrow middle area.

The biggest companies tend towards intensive internationalisation through capillary expansion that aims at spreading the company name and making it well known.

Luxury goods producers adopt an extensive approach by entering into more and more countries and locating their stores in city centres.

An analysis of clothing chain stores has shown that the advantages of direct management of mega-stores are superior to those from third party management of small stores.

All of them, except for Benetton, manage their own stores to get the most advantage out of the contact with the client\textsuperscript{15}.

\textsuperscript{14} For example, in their initial phase of internationalisation Italian companies aimed at the European market, then at that of the United States and Japan, and then at emerging markets, like China and Russia.

\textsuperscript{15} However, even Benetton, that had always preferred the franchising formula, is now changing its distribution structure over to stores of its own.
**Hennes & Mauritz** (H&M) The Swedish company H&M was founded in 1947 by Elring Persson when its first retail store for women’s clothing was opened with the name Hennes (For Her) in Vasteras, 150 km from Stockholm (Aiello 2005).

Its process of internationalisation began with the opening of its first retail store in nearby Norway in 1964, and then successively with its entry into the Danish market in 1967.

In 1968 the company acquired a business, called Mauritz Widfross, that sold men’s clothing and hunting equipment in Stockholm. Following this acquisition the brand name became Hennes and Mauritz and the company then specialised in clothing for men and women, and later on, for children.

H&M became a public company trading on the stock exchange in 1974 and was then able to raise the resources necessary for further growth on the international market.

Of particular importance was its entry into the UK market in 1976 with the opening of three retail stores. The UK was to become H&M’s third largest market.

The company entered the German market in 1980.

The H&M chain entered the US market in 2000 with its first retail store on Fifth Avenue in New York, followed by other stores on the east coast, then in Chicago and finally on the west coast, beginning in San Francisco. In four years 75 stores were opened. The company expanded further in western Europe and then in some eastern countries and then did further expansion in north America (including Canada).

By the end of 2004 H&M was present in 20 countries with over 1,000 retail stores and with a gross income of about 6.6 billion euros. The data regarding its internationalisation are as follows: in 1997 it took in 76% of its gross receipts in foreign markets, by 2004 that figure had risen to 91%. Its principle market is Germany (28%) then Scandinavia (20%) and from the other western European countries (45%), from North America (6%), and from Eastern Europe (1%)

The distribution network of H&M is comprised exclusively of stores that are owned and directly operated by the company without the use of franchising or other types of agreements.

There are essentially two types of stores:
- the full range store where all of the lines of clothing are sold, including accessories, underwear and cosmetics for men, women, teenagers and children;

- the concept store, located in the most attractive areas of the city, they offer products that compliment those offered in the full range store and are aimed at a specific segment of clients, for example, H&M Man is for men and Beautybox offers underwear, accessories and cosmetics.

The retail stores are located in the main streets where competitors in the sector are also located. The company postpones opening a new store until a site becomes available in one of the best locations.

Together with the H&M brand name, the slogan Fashion and quality at the best price constitutes a part of the H&M offer. It places the emphasis on fashion at a particularly competitive price. In fact, H&M distributes between 500 to 600 thousand articles a year at an average price of from 12 to 13 euros, and it can, therefore, be considered the largest retailer of low cost clothing in Europe.

The emphasis on innovating the offer spurs the company to continuous refurbishment and even remodelling of its retail stores in order to “always surprise the consumer with something new”, and there is a continuous flow, a daily replenishment of the stock in the retail stores. The fashion product of H&M is comparable to perishable goods that have a shelf life of a few days.

H&M offers three levels of products for each of the market segments targeted: Men, women, teenagers, children. High fashion products (which are actually typical fast fashion items) mirror the latest in fashion trends, have an extremely rapid production time and are produced in limited quantity. Three weeks pass from design to availability in the retail store.

The largest segment of its production is that of basic fashion which is based on classic fashion themes is produced in large quantities and has a design to retail cycle of up to six months. The intermediate level is that of current fashion which accounts for a large part of the innovative offer that characterises the seasonal collection.
Once the new collection has been designed\textsuperscript{16} H&M manufactures abroad using hundreds of independent suppliers who are coordinated by 22 offices that are located all over the world (one office is in Milan) who are each responsible for a specific geographic area.

In conclusion, Hennes & Mauritz uses a single brand name, has developed a strategy for competing in the so-called \textit{fast fashion} sector, it participates directly in the design of its collections and it exerts and exclusive and direct control over its network of distribution. Its merchandise is produced outside of Sweden.

H&M’s choices are different from those of its principle competitors. In fact, Benetton developed through franchising, Zara (the most important brand name of the Spanish group, Inditex) produces part of its merchandise itself and has a number of different store names and Gap has a number of brand names and a mixed distribution network.

\textbf{Zara:} is an international chain of clothing stores that belong to the Spanish group Inditex (Industria de Diseño Textil S.A.) which owns other brand names such as Massimo Dutti, Pull and Bear, Bershka, Stradivarius, Oysho and Kiddy’s Class, and, at the same time manufactures its own specialty lines for women, men, children and the home (Zara Home).

It was founded in 1975 in La Coruña, Spain and currently has 899 stores in 62 countries throughout the world. It has 507 stores in Spain, 113 in France, 80 in Italy, 74 in Portugal, 62 in Germany, 58 in the United Kingdom, 50 in Greece, 47 in Mexico, 33 in Japan. It is interesting to note that in some cases the “country of origin” factor can have a favourable effect. For example, in some Latin American countries, like Mexico and Venezuela, a Zara product is perceived as being for a high level consumer, while in Spain the same product is perceived as something for middle level consumers\textsuperscript{17} (Sani 2006). In August of 2005 Zara appeared for the first time on the list of the 100 major brand names in the world. It was 77\textsuperscript{th} on the list according to \textit{Business Weeks} annual classification,

\textsuperscript{16}H&M designs all of its collections at a single location in Stockholm called the Buying and Design Department.

\textsuperscript{17}Generally speaking, products can be perceived in the same way as in the country of origin, or they may be seen more favourably than local products and be requested by high level consumers more often than local products. It can also happen that the product is perceived as unsatisfactory for the needs of the local market. All three of these situations can occur in the product distribution of large clothing chain stores.
and in March of 2006 it had surpassed the sales of one of its major competitors, Hennes and Mauritz.

Some of the particularities that characterise Zara are: the short time it takes to design and produce new products (two to three weeks), the continuous up-dating of its lines in response to data on sales, production carried out exclusively in Spain and the fact that it does not do advertising campaigns. Retail operations take place in stores that are owned by the company itself, that are strategically located and whose window and interior displays are created with great care.

The integration of these activities allows the company to respond quickly to market demand. Clearly, only a company that has integrated activities from the production to the commercialisation stage is able to respond quickly to market demand. Zara has adopted just such a policy: it has internalised its production (it owns 21 factories) as well as its supply (half of the fabric it uses is supplied by a company that it owns).

One of the most notable differences between these two European giants of fast fashion is that Inditex can count on its own national market as a base from which to extend throughout the continent, while H&M, given the small dimension of the Swedish market, had to create a base in nearby Germany from which to extend its retail operations.

In addition, the companies’ capacity to respond quickly to the market is an important aspect of competition. The company that has the quickest response or lead time is Zara. It takes Zara only two weeks from creation of a product to having the product on sale in its stores. This speed has become a yardstick for measuring a clothing company’s capacity for innovation. H&M takes three weeks, but it has a production system which is different from that of Zara. Other companies maintain a programmed production approach and show little interest in ready-to-wear clothing. For example, Gap has maintained a basic style with minor changes in response to market trends and a lead time of 9 months (Sani 2006).

6. Benetton and the internationalisation of Italian clothing producers

Today the Benetton Group is present in 120 countries in the world and it has a consolidated Italian identity that is reflected in the brand names United Colours of Benetton (casual), Sisley (glamour), Playlife (American
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collegete style). The commercial distribution network has over 6,200 stores and generates total sales proceeds of over 2 million euros.

Benetton, like Zara, has chosen to own and manage its own production sites because of its strong ties to its territory of origin. Both companies have production operations that are concentrated in their countries of origin and that constitute truly local production systems, having a strong reliance relying on a strong contribution from small and medium sized businesses that are specialised in phases of production: cutting of fabric, assembly and sewing.

Benetton has a network of subcontractors in Castrette, near Treviso (Cre- stanello 1999), and it exploits the know how and the skills of Italian weavers and tailors to export products abroad that have a global brand name but, nonetheless, are still very much in the tradition of Made in Italy.

Zara has its production centre in Galizia; it exploits the domestic network in order to reduce the time required to restock its stores and it concentrates its production phase, thereby reducing production and distribution times so that its products meet market expectations as to reduced waiting time. Hennes & Mauritz and Gap, in contrast, design and sell but do not produce their merchandise – their production is outsourced to other countries.

The global brand name of Benetton is United Colours of Benetton, which is one of the most well-known brands in the world.

Every season the women’s, men’s and children’s collections propose a ‘total look’ that is suited to everyday activities: from work to leisure time, in the city or in the great outdoors. The label Benetton Baby was created for the new line of products designed for the prenatal, infancy and early childhood phase - up to 5 years of age. The Benetton brand is present in many other product sectors: accessories, clothing, sun glasses, perfume, products for the home and for children, etc.

Another extension of the brand name is Undercolours of Benetton which offers a line of underwear, pyjamas, accessories for women, men and children and a collection of beach wear. The broad range of basic colours used in these collections is enriched each season in response to the latest fashion trends.

The label of the Benetton Group which is most carefully attuned to the avante-garde of fashion is Sisley which offers a collection that
is the product of a refined and careful selection of design and fabric. It relies on advertising campaigns with a strong emotional impact to create its image. An extension of this brand is Sisley Young, the line for children between 8 and 12 which has been given a strong connotation of fashion.

The sports clothes line goes under the brand name Playlife. Its collections are a blending together of traditional American collegiate and exclusive sporting circle styles.

Generally speaking, in Italy internationalisation of distribution is seen principally in businesses that eventually branch out and open their own retail operations. The industrialisation of the clothing sector in Italy took place in the 1950s. In the period prior to the Second World War there were about thirty clothing manufacturers of medium dimension (employing a total of 500 workers) all located in the industrial triangle. After the war a broad range of production operations came into life, mostly of medium or medium-high quality level.

The first push towards internationalisation was triggered by the dramatic economic and financial situation in which the partly government owned clothing manufactures found themselves (ENI Group: Lanerossi; Lebole, etc. GEPI Group: Abruzzo, Geoconf, San Remo, etc.).

These companies were showing sales proceeds per employee that were not only lower than the average in the sector but were actually too low to cover even the cost of the labour (Pent Fornengo, 1978).

Direct government intervention in this sector began in 1962 when ENI acquired the Lanerossi Group (which included Lebole), an acquisition that was justified as creating a possible advantage of vertical integration, in the early phase, with synthetic fibre producers and, at a later phase, with the acquisition in 1965 by Lebole of 28 stores for retail distribution. Since government participation had produced negative effects, many companies had to give up production and in the 1970s the majority of the medium-large companies began to seek a greater flexibility and competitiveness by following these two directions:

---

18 The 1971 Industrial Census furnished some interesting information about this sector so characterised by notable changes: The Finanziario Tessile Group was the major national producer of men’s clothing (13.5%) followed by Marzotto, Lebole, Lubim, San Remo, Corneliani and Abital. In the women’s clothing sector the Tessile Miroglio Group was in first place (10%), followed by the Finaziario Tessile Group and then Marzotto.
outsourcing of production to foreign countries where costs of labour were lower. One of the most well known examples is that of SOCAM that decided to focus on the production of articles of men’s clothing of average quality and to have the clothing produced almost exclusively in Romania and then imported to Italy.

outsourcing of production to other companies in Italy who produced on commission, transforming the manufacturer into a commercial business; this approach became common in the casual wear and sportswear sectors, where the work was given to other companies who worked a facon because of the great variability of fashion and the impact of seasonality. This approach did not prove to be suitable for luxury articles.

It should be noted here that historically the first form of internationalisation of an Italian company in the textile business was that of Lanificio Rossi, a business, it should also be remembered, that was the biggest national industrial complex of that period. According to historian Lucio Avagliano (1981), it was an extraordinary factory run by an equally extraordinary entrepreneur. The Lanificio became a corporation and between 1873 and 1898 it had an evident monopolistic position in the market. The company was able to compete with all of the large foreign companies in spite of its inferior business organisation. In this period Lanerossi founded two export businesses in Latin America, one in Buenos Aires and another in Valparaiso. Later on it founded another in Bulgaria for the supply of cloth for military uniforms. In 1878 in managed to sell its products in Constantinople which had usually used Viennese wholesalers previously.

7. World-wide specialist: the case of Brioni

The story of Brioni has already been told by many (Giorgetti 1995; Chenoune 1998; Merlo 2003; Sargiacomo 2008). The fashion show organised in 1951 by the Marquis Giovanbattista Giorgini at the Grand Hotel in Florence, signalled the emancipation of Italian fashion from the influence of the French. The show consisted “exclusively of Italian tailored-made ‘creations’ and it had been scheduled to take place right
after the French fashion shows in order to induce the international buyers (mostly Americans) to extend their travels in Europe to Florence” (Merlo 2003). Prior to this event the Italian fashion designers each held their own fashion shows in their own atelier.

In addition to the traditional women’s fashion designers, the men’s fashion sector was also represented by Brioni, Saraceni, Duetti and Torrato who all had their places of production in Rome. It was a revolutionary event since no man had ever before modelled clothes on a catwalk.

Another show of high fashion men’s clothing was held the year after in the Sala Bianca of the Pitti Palace. This event acclaimed the definitive success of Brioni not only in Italy but also at the international level. “All of the clothes at first surprised the public, who were not used to this explosion of inspiration and colours, but they then received the consensus and applause of everyone, particularly the American buyers” (Vergani 1992).

In 1945 the well-known tailor Nazareno Fonticoli and his friend Gaetano Savini, who managed sales and public relations, opened a tailor’s shop in Rome in Via Barberini and called it Atelier Brioni. There was a workshop in which the designs were elaborated and then produced as well as a store for the direct sale of the products to a high level of international clients.

The name of the new business was chosen after a careful search for a word that was synonymous with luxury and elegance. The final choice, Brioni, is the name of a small island off the coast of Istria that was a favourite holiday gathering place of the European nobility and the wealthy middle class who would meet there for elite sports activities like golf, horseback riding and polo, in the 1920s and 1930s. A polo player, an image that evokes a style that is dynamic, elegant and refined, became the logo of the business. Within a few years that logo became famous all over the world. Brioni received a great deal of recognition in the fashion world, some important examples of which are the following:

In 1952, during the third annual Italian High Fashion Show in New York, the prestigious department store “B. Altman & Co.” dedicated an entire window of its 5th Avenue store to evening wear by Brioni.

19 In his Il Mezzogiorno Operosa, Storia dell’industria in Abruzzo, Donzelli Editore, Roma, 2008,p. 402, Costantino Felice defines Foticoli as a ‘myth’ in the world of fashion.
In 1954 when Brioni held its first fashion show in New York, followed by shows in the other major American cities, Life magazine proclaimed them to be the new “Dior of men’s fashion”. The New York Times observed that they had created a “new look for men” and the Boston Herald called them the leaders of a “second Italian Renaissance”. In May of 1957 Town & Country wrote: “today there is a name, a tailor, whose influence has changed the direction of Men’s fashion: the Roman tailor’s Brioni, is the house of haute couture for men”.

In 1959 Fonticoli and Savini founded Brioni Roman Style in their native city of Penne, a short distance from Pescara. In that same year Brioni received the Caswell Massey award for excellence in the creation of formal and sportswear and accessories for men (Chenoune 1998). The great craftsmanship of the Abruzzo tradition of tailoring was called “the Made in Italy that is most highly praised throughout the world” by the American magazine Gentleman’s Quarterly and in the same article Nazareno Fonticoli was acclaimed as “the tailor who, more than any other, is responsible for having introduced Italian fashion to the Americans”.

More recently, Brioni received the European Fashion Diamond at the Düsseldorf Fashion Fair.

The Luxury Brand Status Index of 2007, compiled by the Luxury Institute, an independent organisation with headquarters in New York, classified Brioni as the best luxury brand for men’s fashion in the world. Giorgio Armani and Ermenegildo Zegna shared second place and Ferragamo was in third place.

In the worldwide classification of luxury brands, compiled by the magazine Milano Finanza in January of 2009, the Brioni brand name was chosen as the best brand in men’s fashion. Other brands listed in this classification include Rolls-Royce for automobiles, Van Cleef & Arpels for jewellery and Hermes for leather goods, Guerlain for perfumes, Krüg for Champagne and Valentino for women’s fashion.

The origins of the Abruzzo tradition of tailoring, and in particular, the tradition in Penne, go back to the distant past. The tradition, in fact, has its roots in the nineteenth century. By the 1920s the tradition had developed and matured and in addition to the tailors’ in Penne many

---

20 An Evening and Sunday School for Arts and Crafts was instituted in Penne by a ministerial decree on February 14, 1887.
tailors, who had learned their craft in Abruzzo, were opened workshops in Rome, Milan, and even in Paris (Vergani 2004).

An indication of the marked vocation of the people of Abruzzo for the craft of tailoring as well as that of embroidery, goes back even further to the early religious communities where these crafts were practised. They were part of a cultural and historical context which is of great importance to the collective memory of the community (*Pinna vetustissima*, the capital of the Vestini)\(^ {21}\). It was in the atmosphere of a Renaissance workshop, where craftsmen were both the creators and producers of quality, that the business philosophy of Brioni Roman Style was developed, enabling the business to become an example of a tailor’s *atelier* organised in line with industrial criteria: the production of a suit is subdivided into 220 stages of work, 5,000 to 12,000 stitches are hand sewn on every jacket (all the buttonholes, for example, are finished by hand), at least 80 different ironing procedures are done and it takes at least 22 hours to complete production of a suit, without using automated means (less than half the time it takes a tailor working on his own to make a whole suit)\(^ {22}\).

The number of custom made articles produced per year is 15,000 while the number of ready-to-wear articles is 60,000\(^ {23}\).

The Brioni *atelier* is in a niche position in the traditional high fashion sector; its products are aimed at a very high level of consumer and it has an “intrinsic capacity to penetrate markets due to the quality of the product”\(^ {24}\).

Obviously, the price is also the very highest price for a man’s suit, but in this context the price is only of secondary importance since the competition is based on the image, the quality, the materials used, the service offered (which is very highly personalised), the timely delivery and the services offered both before and after the sale. The basic ready-to-wear suit costs between $4,000 and $6,000, while the custom made suits cost up to $20,000. In comparison, a suit produced by the fashion house Emporio Armani costs in the range of $1,300.

\(^{21}\) The importance of this activity is confirmed by the presence in the church of the Annunziata in Penne of an 18th century painting of Saint Omobono, the patron saint of tailors.

\(^{22}\) Nothing of this kind exists in Italy. The idea was to reproduce a large craftsman’s workshop in an industrial plant, to create products not in a factory but in an integrated community of workers.

\(^{23}\) The tailors who work for Brioni come from the Nazarano Fonticoli School of Tailoring, founded in 1980 by Lucio Marcotullio, who was for many years the managing director of the business.

\(^{24}\) These are the words of the former managing director, Lucio Marcotullio.
The Brioni collection is presented twice a year, in January and in June, normally at the Pitti Palace or in the company’s own stores, or sometimes in the context of special events dedicated to Brioni in the luxury fashion capitals of the world. The Brioni organisation manages every phase of the product’s life - from creation of the collection to the production and distribution of the products.

Most of the production takes place in the headquarters in Penne but the adoption of a strategy of production diversification has led to the opening of eight new production sites, all closely connected to the main site in Penne and all of which share the same product image philosophy which includes never making use of external collaborators. The design and finance aspects of the business, instead, are managed in the offices in Rome and Milan. The company has internationalised its commercial operations. The network of retail stores, present in the main cities and resorts of the most developed countries, is managed directly by the company itself.

In 2000 Roman Fashion S.r.l. was incorporated for the production and commercialisation of women’s clothing. This entry into a new sector met with considerable approval from the world market, particularly in Asia, and the sales of women’s clothing rose to 15% of the total sales, offering great promise for further development in the future.

From its very beginning Brioni has had its own retail stores: after its very first store in Via Barberini, in 1982 the company opened its first mono-brand store in New York, and its third store in Florence, near Palazzo dell’Arte di Lana.

From the 1990s onward the Company has been expanding on the international level, mainly utilising indirect channels of sale and distribution agreements with high profile department stores, such as Marcus (USA), Bergdorf Goodman (USA), Harrods (London), KaDeWe (Berlin), to name a few of the most important. This choice of strategy has allowed Brioni to enter various international markets without creating heavy burdens on the general management.

Even though Brioni is a small company, its current retail network has expanded to a global level and includes 420 retail sales sites, 80 of which are located in the United States in the principle cities in all of the States. Most of these stores are extremely elegant boutiques that carry a number of different brands.
The group’s market is based mainly outside of the EU (65%), prevalently in the United States, followed by the EU market (19%) and then the Italian market (16%).

The group owns and manages 90% of the retail stores where its products are sold, the remaining stores are run under franchise agreements. Some of the retail stores that are controlled directly by the group are listed below in Figures 2 and 3.

Brioni benefits from its close-knit worldwide sales network, in which corporations (for example, Brioni R.S. Japan Co. LTD) deal with overseas markets and retail companies (for example Brioni Retailer in America) deal with the direct retail operations.

The sales network is an articulated structure of brand name retail stores and sales representatives present in every part of the world; it consists of:

- Flagship stores, i.e. stores which carry high line luxury products, present in cities like Rome, Florence, Milan; New York, Beverly Hills, Paris, London, Prague and Tokyo;
- Top resort stores, i.e. stores that are seasonal and present in the most exclusive vacation resorts in the world, for example, in Capri, portofino, Porto Cervo, Malaga, Aspen, etc.

The relations between the retails and Corporates are established by the head office with an eye to implementing a unified sales policy but also leaving each individual sales unit autonomy to act on its own.
The internationalisation of retail businesses...

Fig. 2
Brioni Stores in the Western Hemisphere

United States: New York, Las Vegas, Aspen, Beverly Hills
Spain: Madrid, Marbella
France: Paris
Italy: Milan, Rome, Florence, Sermaville, Capri, Portocervo, Cala di Volpe, Portofino
Switzerland: Saint Moritz
Czech Republic: Prague

Mexico: Mexico City
Great Britain: London

Source: the author’s own elaboration
An interesting particularity emerged from our observation of Brioni’s strategy for internationalisation towards the East. As can be seen from the map below, it retraces, at least in part, the ancient silk road. Its stores, in fact, are located in a sequence that goes from Dubai to Abu Dhabi in the Arab Emirates, Baku in Azerbaijan, Almety in Kazakhstan, Bombay and New Delhi in India, Kuala Lumpur in Malaysia, Jakarta in Indonesia, Hong Kong, Macao and Beijing in China and Seoul in South Korea.
It is possible to affirm that within the large chains of distribution in the clothing sector there are many differences in relation to the numbers and types of activities that have been internalised and that are managed autonomously. There are companies like H&M and The Gap that only engage in activities connected with the logistics and distribution (besides design management) and they outsource the production activity and get their supplies from external companies. There are other companies that engage in the design and production activities themselves but do not own most of the retail stores that sell their products, which are instead, in franchising (for example, Benetton). There are still other companies, like Zara, who exemplify the notion of integrated retailers: they own their own production plants, they own their own retail stores and they control up to 100% of the capital of the companies who are their major suppliers.
It is, consequently, difficult to identify clear tendencies in international configurations, apart from that of global management, which consists of global networks for supply, production and distribution.

The factors which have encouraged the internationalisation of clothing products have been:
- the existence of a trans-national segment of consumers who have similar characteristics;
- the homogeneity of models of acquisition and consumption on the global level;
- the need to enlarge national markets towards similar external markets in order to guarantee an adequate sales potential;
- the opportunity to exploit the economy of distribution (of replication).

If globalisation means mobility of people, goods and symbols across frontiers thanks to the disappearance of the structures and confines that once existed, in the world of fashion. Western clothing no longer unequivocally defines current trends or fashion and fashion systems are becoming more and more globalised and decentralised.

It is possible to affirm then that the internationalisation of the retail clothing business is a feature that is ingrained in the business itself, and that this sector contains within itself both the material elements necessary for internationalisation as well as the fashion culture required for globalisation.
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1. Introduction

The purpose of this essay is to assess “Wagner’s Law”, one of the first and best known models of the dynamics of public spending. In his opinion the incidence of the latter on national income is set to increase over time. As far as the Italian case is concerned, this occurred from the beginning of the Sixties (when “first centre-left” governments started) up to 2008. The data used is taken from the AMECO database of the European Commission.

A synthesis of the literature that, over the years, has taken shape on the model initially proposed by A. H. Wagner at the end of the 19th century is followed by an overview of different econometric specifications of “Wagner’s Law” and a discussion on the various methods used by scholars in their empirical analyses are discussed.

Subsequently, we have assessed these relationships with a different specification that could isolate the price effect, considering such independent variables as the real GDP calculated at market prices and market prices GDP deflator.

The results of the estimates regarding policy changes are commented with methodological caution, derived from the “error theory” (Romagnoli, 2005), in order to select those appropriate for the requalification and the reduction of Italian public spending, in line with the conclusions of the Libro Verde sulla spesa pubblica and (with the findings) of a number of researchers (Ministero dell’Economia e delle Finanze, 2007). However, we are unable to comment on the inevitable and irreducible presence of value judgments in the modelling of the theory.

2. Wagner’s society model

As the Nitti (1972), Musgrave (1969), and Rostow (1971) models, also Wagner’s model too may be included among the “society models”.

We owe to Adolf H. Wagner - a German economist of the second half of the 19th century (a “socialist of the chair”) - the first theory on the in-

---

2 For an analysis of different models, applied to other databases, see Magazzino C. (2008).
3 The econometric software used is STATA 11. See web address: http://www.stata.com/.
crease of public expenditure (Wagner, 1883, 1912; Chrystal and Alt, 1979; Jackson, 1979). This theory proposed by Wagner is a “society theory” that therefore makes the growth of public expenditure dependent upon the structural evolution of society (De Rosa, 2005). He examined the existence of a desirable limit to the size of the public sector, determining that a limit was in fact not possible. In his opinion, the development of spending is determined, essentially, by the increase of national income. An increase of this variable generates a more than proportional expansion of the public sector. It follows that what Wagner defined as “the law of increasing expansion of the public sector” (Wagner, 1912), arguing, in his final analysis, that the value of financial pressure would increase.

At the core of Wagner’s thesis is, predominantly, the interaction existing between the growth of the public sector and that of private activities. With the increase of economic development, exchanges intensify among operators and the network of relationships becomes more and more complicated and controversial. All this can be addressed through legislation and arrangement of new and heftier controls. Moreover, since the processes of industrialization and urbanization create external diseconomies – such as the congestion effect or the deterioration of the environment –, the public sector has been called to find a remedy to these challenges (Wagner, 1883).

In contrast, satisfaction of higher needs would be the explanation for the growth of social services. Insofar as the elasticity of such common consumptions with regard to income results to be superior to the unit. A continuous expansion of social services is easily foreseeable and, since citizens are ready towards financing such services with increasing shares of their resources, it would be senseless to set limits to these consumptions (Brosio, 1987; Mastromatteo, 1984; Michas, 1975; Franco, 1993). Consequently, there is a limit to public sector growth. By that, a planned level of public expenditure (and a consequent determinate relationship between these and the national income) beyond which the community would not agree to give up increasing shares for private spending. Having reached this point, public spending should become fixed on a proportionally constant share of the general economic activity. It is possible, therefore, to highlight two distinct periods of development of expenditure. The first is distinguished by progressive growth, in which
the percentage variation of public expenditure turns out to be greater than the percentage variation of the aggregate income. While the second period is distinguished by proportional growth, when the percentage variation of public expenditure turns out to be equal to the percentage variation of the aggregate income (Sobbrio, 1999; Dominick, 2002).

From a methodological point of view, the empirical evidence concerning the relationship between public income and expenditure is based on the assessment of the elasticity of expenditure to income. Only if such elasticity is superior to the unit and the coefficient sign is positive, could we then come to the conclusion that the link between the two variables exists and it is consistent with Wagner’s hypothesis (Fossati, 1981, 1999; Diba, 1982; Jackson, 1980; Hadjimatheou, 1976).

However, in the Wagnerian analysis an explicit reference to political mechanisms of decision was missing (Brosio, 2003). As a “socialist”, Wagner made reference to the “organicistic theory of the State”. The State interprets the will of citizens, it is not a mere reflection of its single constituent units. It takes decisions pursuing an interest that by definition is general, as it results specifically from State will. Here, the implications of “holism” are evident, with the consequent rejection of “ethic individualism” as well as of the “methodological” one (Acocella, 1999).

3. A review of the results obtained

The model proposed by Wagner has had a great influence in literature (Wagner, 1883, 1912). Although it has been long the fulcrum of the theoretical elaborations on determinants on public expenditure, with the passing of time it has also been subjected to an empirical assessment by different thinkers. The results obtained are contradictory, since with the changing of countries and the temporal intervals considered, the data-set used and of the methods applied, they lead us to conclude sometimes in favour of the existence of “Wagner’s Law”, and sometimes against it.

The elasticity of public spending concerning aggregate income has been calculated by Giarda (1988) to be equal to 0.63, whereas Bella and Quintieri (1989) calculated it to be equal to 0.81. According to these scholars, it can be claimed that during the period 1960-1985 the income growth determined around 40% of expenditure increase in real terms.
(that is the 2.95% per year on 7.4%). In any case, both the estimates agree in considering that public spending does not involve superior goods.

Koop and Poirier (1995) examine Wagner’s hypothesis in terms of a long-term elasticity of the per capita government expenditure, $\ln(G/POP)$, with regard to per capita income, $\ln(GDP/POP)$, using a bivariate error-correction mechanism, corresponding to a co-integrated mechanism. Of 86 countries considered, only in one-third of them is Wagner’s hypothesis supported by data. The two scholars conclude that their calculations are in clear contrast with “Wagner’s Law”.

Ram (1986a, 1986b, 1987) tests the relationship, still in terms of elasticity, between the share of public general expenditure, $\ln(G/Y)$, and the per capita GDP, $\ln(PCY)$, by breaking the analysis down into two parts (time-series and cross-section). The analyses on the historical series (carried out in 115 countries, in relation to the period 1950-1980) show, on the one hand, the great difference of the estimates for the different countries. As the author points out, «[...] we could say that we could obtain almost whatever other estimation for the government share elasticity with regard to the per-capita GDP, or for the elasticity of the public expenditure with regard to aggregate GDP at PIL by selecting an “appropriate” country or group of countries» (Ram 1987, p. 197).

On the other hand, the differences between the various groups of countries seem to be modest or low; the average elasticity of the groups sometimes does differ according to countries analyzed, but it does so in a minor way (except for Asia). In particular, values systematically or clearly lower for the most developed countries do not seem to appear. Finally, the ratio between results in line and in contrast to Wagner’s hypothesis ends up to be, approximately, 3:2. Of the 115 countries included in the study, 41 have an elasticity inferior to the unit; in the other 75 cases, the relationship is significant at the level of 5% in 54 of these.

In the cross-section estimates, the period of reference is divided into 3 sub-periods: 1950-1960, 1961-1970 and 1971-1980. Moreover, the sample is broken down into two sub-samples: D.C. (Developed Countries) and L.D.C. (Less Developed Countries). The results seem to reject the starting hypothesis: the elasticity of the expenditure share concerning the per capita GDP is negative in most cases, and the negative sign is significant in the full sample as well as in the sub-sample L.D.C. Also,
the elasticity of the government expenditure concerning the GDP is inferior to the unit in many cases.

Musgrave (1969) reaffirmed how the most plausible formulation of Wagner’s model is in terms of a positive correlation between the share of public expenditure on domestic product and per capita income; in addition, he found that the cross-section evidence for high-income countries does not confirm Wagner’s hypothesis. However, the analysis of historical series shows favourable evidence in at least 60% of case.

Musgrave (1969), Hinrichs (1965) and Gandhi (1971), working separately, reached the conclusion that cross-section analyses that include both developed and under-developed countries as well as more backward countries support Wagner’s hypothesis, while samples formed only by from less developed countries do not support this.

Singh and Sahni (1984), studying the causality link between public expenditure and national income for India during the period 1950-1981, found that the effect of the growth of public expenditure on that of national income is relatively low if compared to its effect on the growth of expenditure income. The conclusions they reach are that public expenditure and national income are linked by a causal mechanism of feedback; but that the empirical evidence suggests that such a causality relationship is neither of a Wagnerian nor a Keynesian type.

Kelley (1976) suggested how “Wagner’s Law” must be modified in order to incorporate the relevant effects of demographic changes. This would result from the complex interaction of economic and demographic changes that do not necessarily require an increase of the public sphere and of state activity.

Ferris and West (1996) discovered that empirical evidence is unfavourable to “Wagner’s Law”, using data referring to the post second world-war period.

Henrekson (1993) noted how the crux of “Wagner’s Law” originates from regressions to levels, invoking the “causality test” of Granger and Newbold (1974) in support of theses of erroneous inferences when variables are not steady. Indeed, he shown how income and the share of public expenditure on national product, - even if correlated - are not cointegrated, demonstrating this through the Swedish case in an empirical verification on data in historical series from 1861 to 1990.
In this way, they reached the conclusion that correlations reported by other researchers are of “spurious” nature.

On the contrary Oxley (1994), analyzing data on Great Britain from 1870 to 1913, found evidence in favour of “Wagner’s Law”, which resists and satisfies the causality test of Granger.

Easterly and Rebelo (1993) find strong evidence in favour of “Wagner’s Law” in the cross-section analysis relating to 115 countries (in the period 1970-1988) as well as in the historical one concerning 26 countries (from 1870 to 1988). The correlation between per capita income and dimensions of public spending is often found, in both kinds of econometric analyses.

Stein, Talvi and Grisanti (1998), by comparing the countries of Latin America to those of OECD, showed that the role of the public operator is more extensive in the richest countries. In other words, those countries with a greater aggregate income tend to have wider public apparatus.

While Shelton (2007), using a cross-country panel regressed various measures of public expenditure on a vector of explanatory variables through the “random effects method”. He underlined how the richest countries tend to have populations with a higher average age which would push them to spend more in the area of social security and other forms of protection and public assistance. Besides calculating the fraction of the population above 65 years old, it should be emphasized that countries with a greater national income would tend to have less plethoric and larger state machines – which constitutes the complete opposite to what “Wagner’s Law” suggests. In short, it would be the health and social expenditure that would “lead” the relationship between public expenditure and per capita income, that otherwise would not increase jointly. Another determinant of “Wagner’s Law” would be the “taxation technology”, that is, the expansion of the public operator would be made easier by the state skilfulness in increasing the tax revenue, which in turn depends on the tax system and its simplicity and efficiency.

Finally, Magazzino (2008, 2009a, 2009b, 2009c) studied the linkages between public expenditure at a disaggregate level and GDP for Italy. Empirical evidence suggests that only for gross public investment
expenditure the hypothesis is satisfied. Instead, Granger-causality exhibits unclear results: the direction of causality from public spending to aggregate income is observed for these categories of public expenditure: final consumption, public wages, gross public investment, and contribution to production.

4. Estimates for Italy

The estimation methods used in this work are the following: OLS Robust (Ordinary Least Squares), FGLS (Feasible Generalized Least Squares) (Prais and Winsten, 1954; Cochrane and Orcutt, 1949), ARIMAX Robust (AutoRegressive Integrated Moving Average with Exogenous Variables), GARCH (General AutoRegressive Conditional Heteroskedasticity)\(^5\), and FMM (Finite Mixture Model) (Rabe-Hesketh and Skrondal, 2005; Rabe-Hesketh, Pickles and Skrondal, 2004)\(^6\). Moreover, also mixed models have been used.

The data used in this work has been drawn from the AMECO dataset of the European Commission (E.C.), that can be freely consulted on the web\(^7\). AMECO is a macroeconomic database revised monthly by the Directorate General for Economic and Financial Affairs. It is an essential instrument for all analyses and reports of the ECOFIN. Its advertising is free aimed at strengthening the transparency and precision of studies for which it is intended. Data can be found here for the E.U.-27, the Euroarea, the countries proposed as candidates for entry into the Euroarea and other countries forming part of the O.E.C.D.\(^8\)

The empirical evidence concerning “Wagner’s Law” has produced, therefore, contrasting results: some researchers have not found any systematic relationship between the share of public spending and per capita domestic product (Lall, 1969; Lotz and Mors, 1970). While, others have found a strong positive relationship between the two variables (Martin and Lewis, 1956; Williamson, 1961; Thorn, 1967; Gupta, 1967).

\(^5\) For an in-depth analysis of the model employed see, among others: Lütkepohl (2005); Di Fonzo and Lisi (2005); Bee Dagum (2002); Gallo and Pacini (2002); Engle (1995).

\(^6\) See also website address: http://www.gllamm.org/models.html.

\(^7\) See: http://ec.europa.eu/economy_finance/db_indicators/db_indicators8646_en.htm.

\(^8\) This concerns studies of the United States of America, Japan, Canada, Switzerland, Norway, Island, Mexico, South Korea, Australia and New Zealand.
Using the specification suggested by Ram (1986a; 1987), we have subjected to empirical analysis - relatively to the Italian case in the period 1960-2008 - the specification containing as dependent variable the logarithm of the share of the total public spending on GDP ($\log STG$) and as explanatory variables the logarithm of the real GDP ($\log RGDP$) and the deflator of GDP at market costs ($\text{DefGDPmktpr}$).

We can thus sum up in the following formula:

\[ G/Y = f(Y) \]  

where $G/Y$ represents the expenditure share on GDP, explained according to $Y$, the real GDP (we have also included in the specification the deflator of the GDP to take into account the price effects).

Table 1 – Synthesis of the estimates of “Wagner’s model”

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>-1.12238***</td>
<td>-</td>
<td><strong>Constant</strong></td>
<td>-1.917033***</td>
<td>-</td>
</tr>
<tr>
<td>$\log RGDP$</td>
<td>-1.508248***</td>
<td>1.242802***</td>
<td>$\log RGDP$</td>
<td>0.5166583***</td>
<td>-1.715733***</td>
</tr>
<tr>
<td>$\text{DefGDPmktpr}$</td>
<td>0.0051066***</td>
<td>0.0031404***</td>
<td>$\text{DefGDPmktpr}$</td>
<td>0.0021785***</td>
<td>0.012581***</td>
</tr>
<tr>
<td><strong>ARIMA Correction</strong></td>
<td>(3,6,2)</td>
<td>(2,0,2)</td>
<td><strong>ARIMA Correction</strong></td>
<td>(1,0,3)</td>
<td>(1,0,3)</td>
</tr>
<tr>
<td><strong>ARCH Correction</strong></td>
<td>ARCH(1)</td>
<td>ARCH(1)</td>
<td><strong>ARCH Correction</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$N$</td>
<td>49</td>
<td>50</td>
<td>$N$</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>$\text{Wald } \chi^2$</td>
<td>2480.77</td>
<td>3.511+06</td>
<td>$\text{Wald } \chi^2$</td>
<td>1.63e+11</td>
<td>1.82e+08</td>
</tr>
<tr>
<td>$\text{Log pseudo-}$</td>
<td>97.15728</td>
<td>101.5576</td>
<td>$\text{Log pseudo-}$</td>
<td>50.59486</td>
<td>44.24409</td>
</tr>
<tr>
<td>$\text{verisimilitude}$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>$\text{verisimilitude}$</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$L.B. \text{ (lags(10))}$</td>
<td>12.849</td>
<td>8.5521</td>
<td>$L.B. \text{ (lags(10))}$</td>
<td>7.2786</td>
<td>7.6738</td>
</tr>
<tr>
<td>$\text{AIC}$</td>
<td>-174.3146</td>
<td>-187.1151</td>
<td>$\text{AIC}$</td>
<td>-85.18973</td>
<td>-74.48818</td>
</tr>
<tr>
<td>$\text{BIC}$</td>
<td>-155.1943</td>
<td>-171.8189</td>
<td>$\text{BIC}$</td>
<td>-75.7653</td>
<td>-66.24181</td>
</tr>
</tbody>
</table>

\[ N.B.: \text{ all estimates are calculated using the correction for the heteroscedasticity of White (1980). Levels of Significance: * 10%, ** 5%, *** 1%. In parenthesis, for variables, the Robust Standard Errors are reported.} \]

Table 1 points out, on the left, that in the “full” model only the deflator is statistically significant, with a coefficient equal to 0.0051 (Model
1); if we consider only the real income as an independent variable, it is not significant, and it assumes the negative sign in contrast with the theoretical hypotheses (Model 2); finally, in Model 3 the GDP deflator is the only explanatory variable and is not statistically significant. On the right side of the table we have taken into account the sub-period 1969-1992, that is the period of absence of exactness in the management of politics of balance: in this case we find and empirical evidence favourable to the law, since the real GDP is statistically significant and has the sign (positive) expected. Therefore, using the specification proposed by Ram, there is empirical contradictory evidence concerning “Wagner’s Law” in the Italian case.

Using the specification suggested by Koop and Poirier (1995), we have estimated the model containing as dependent variable the logarithm of the per capita public expenditure ($\log TPE/Pop$) and as explanatory variables the logarithm of the real per capita GDP ($\log RGDP/Pop$) and market prices GDP deflator ($\text{DefGDPmktpr}$).

In formula we have:

$$G/Pop = f(Y/Pop)$$

where $G/Pop$ represents the per capita public expenditure, explained as a function of the per capita GDP, $Y/Pop$ (also in this case we have included in the specification GDP deflator in order to take into account the costs effects).
Table 2 on its left side highlights that in the “full” model the real per capita income does not result to be statistically significant, with a coefficient equal to 0.4098 (Model 1); if we consider only the real per capita income as independent variable, it is significant, but with a negative sign in contrast with the theoretical hypotheses (Model 2); finally, in Model 3 the GDP deflator is the only explanatory variable, and it is strongly significant. On the right we can see how, instead, the real expenditure is explained by the real per capita GDP as well as from the GDP deflator. In particular, the coefficient of the real aggregate production has the positive sign expected and is >1 (1.0123). In conclusion, even using a specification proposed by Koop and Poirier, there is empirical contradictory evidence on “Wagner’s Law” in the Italian case.

Now we present a further specification of “Wagner’s Law”, centred on its original formulation. It takes as explanatory variable the level of the nominal aggregate income (GDP), while the dependent variable is constituted by the total public expenditure at levels (TPE).
As we can see from the left section of Table 3, the explanatory variable is statistically significant and its coefficient is <1. Excluding the constant from the model, the results do not change appreciably. It is important to underline that in both specifications, the correlogram shows how the residuals do not follow the “White Noise” process. Applying the FGLS method, the coefficient of the aggregate production measured in monetary terms remains lower than the unitary value but statistically significant (whether the intercept is included or excluded). The precision of adaptation is very high while the value of $\hat{\sigma}^2$ is close to the unit (0.79 in both cases). Finally, also in these two last cases, we note that the residuals do not follow a WN process.

Now we present a further specification of "Wagner’s model". The explanatory variables are represented by the logarithm of the real aggregate income ($\log\text{RGDP}$) and by market prices GDP deflator ($\text{DefGDP}_{\text{mktpr}}$), while the dependent variable is the total public expenditure ($\log\text{TPE}$).
Table 4 – Synthesis of the estimates of “Wagner’s model” according to a different specification (1960-2008).

<table>
<thead>
<tr>
<th>Dep. Var. (logTPE)</th>
<th>(with constant)</th>
<th>(without constant)</th>
<th>Dep. Var. (logRTPE)</th>
<th>(with constant)</th>
<th>(without constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-3.050016</td>
<td>-</td>
<td>Constant</td>
<td>-1.520341***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(.7709652)</td>
<td></td>
<td></td>
<td>(.4352399)</td>
<td></td>
</tr>
<tr>
<td>logRGDP</td>
<td>1.862301***</td>
<td>1.780143</td>
<td>logRGDP</td>
<td>1.491165***</td>
<td>1.273651***</td>
</tr>
<tr>
<td></td>
<td>(.5153199)</td>
<td>(.0939006)</td>
<td></td>
<td>(.3504472)</td>
<td>(.2873583)</td>
</tr>
<tr>
<td>DefGDPmkpr</td>
<td>.0232839***</td>
<td>.0277211</td>
<td>DefGDPmkpr</td>
<td>.000667***</td>
<td>.0012266</td>
</tr>
<tr>
<td></td>
<td>(.0052672)</td>
<td>(.0028003)</td>
<td></td>
<td>(.0031482)</td>
<td>(.0026365)</td>
</tr>
<tr>
<td>ARIMA Correction</td>
<td>(2,0,2)</td>
<td>(2,0,1)</td>
<td>ARIMA Correction</td>
<td>(2,0,2)</td>
<td>(2,0,2)</td>
</tr>
<tr>
<td>N</td>
<td>47</td>
<td>47</td>
<td>N</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Wald $\chi^2$</td>
<td>5846.41</td>
<td>9.68e+13</td>
<td>Wald $\chi^2$</td>
<td>2188.01</td>
<td>2.80e+10</td>
</tr>
<tr>
<td></td>
<td>(.0000)</td>
<td>(.0000)</td>
<td></td>
<td>(.0000)</td>
<td>(.0000)</td>
</tr>
<tr>
<td>Log pseudo-</td>
<td>46.73279</td>
<td>57.01742</td>
<td>Log pseudo-</td>
<td>65.76458</td>
<td>62.95677</td>
</tr>
<tr>
<td>verisimilitude</td>
<td></td>
<td></td>
<td>verisimilitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L.B. (lags(10))</td>
<td>16.164</td>
<td>3.7857</td>
<td>L.B. (lags(10))</td>
<td>13.738</td>
<td>.74345</td>
</tr>
<tr>
<td></td>
<td>(.0950)</td>
<td>(.9565)</td>
<td></td>
<td>(.1853)</td>
<td>(.10000)</td>
</tr>
<tr>
<td>AIC</td>
<td>-77.86558</td>
<td>-102.0348</td>
<td>AIC</td>
<td>-115.5292</td>
<td>-111.9135</td>
</tr>
<tr>
<td></td>
<td>(-.909396)</td>
<td>(-90.93396)</td>
<td></td>
<td>(-100.728)</td>
<td>(-98.9625)</td>
</tr>
</tbody>
</table>

$N.B.:$ all estimates are calculated using the correction for the heteroscedasticity of White. Levels of significance: * 10%, ** 5%, *** 1%.
In parenthesis, for the variables, the Robust Standard Errors are reported.

As we can note from Table 4, with reference to the specification with expenditure in nominal terms (on the left), in the “full” model both explanatory variables are statistically significant, with a coefficient for $\log\text{RGDP}$ equal to 1.8623 (Model 1); however, if we use exclusively this variable as regressor, it is not significant, and it assumes a negative sign in contrast to the theoretical hypotheses (Model 2); finally, in Model 3, GDP deflator is the only explanatory variable and it is statistically significant. This calls into question the validity of “Wagner’s Law” in the Italian case, relatively to the period 1960-2008. Considering the expenditure in real terms (on the right), we can note that there are no significant differences with regard to the previous case: both explanatory variables turn out to be statistically significant and assume the sign expected (positive); the increase (in absolute value) of the constant (that passes from -0.3050 to -1.5203) however must be noted.

Breaking down this time-frame into sub-periods but maintaining this specification, we can note how in the sub-period 1970-2008, the law finds favourable empirical evidence both when the dependent variable is expressed in nominal terms and when it is expressed in real terms. Instead, in the sub-period 1970-1992, “Wagner’s Law” seems to be confirmed by data only when the dependent variable is expressed
in real terms but not when it is instead expressed in nominal terms. In the sub-period 1992-2008, “Wagner’s Law” finds favourable empirical evidence when the dependent variable is expressed in nominal terms but not in real terms.

Finally, we present the estimate of “Wagner’s Law” according to the Finite Mixture Model (F.M.M.). “Mix models” are used to describe the distribution of statistic variables within populations composed of a number of heterogenic groups. In the application contexts, one of the simplest hypothesis is to assume that data refer to statistical units independent of each other. However, this assumption is implausible in territorial analyses where a discriminating effect is precisely the latent effect of the environment. In order to include this latent effect, the classical statistical models are modified by inserting an element of interaction among statistical units located in nearby territorial areas. We will use such categories of models to highlight any structural breaks in the series of the variables, also in order to study the possible constancy of parameters along the whole period of observation (Conway and Deb, 2005; McLachlan G.J. and Peel, 2000; Deb and Trivedi, 1997; Titterington, Smith and Makow, 1985).

```
<table>
<thead>
<tr>
<th></th>
<th>Log pseudolikelihood</th>
<th>Robust</th>
<th>Robust</th>
<th>Robust</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coef.</td>
<td>Std. Err.</td>
<td>z</td>
<td>P&gt;</td>
</tr>
<tr>
<td>component 1</td>
<td></td>
<td>1.6644</td>
<td>0.100446</td>
<td>16.57</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.046567</td>
<td>0.0007942</td>
<td>58.63</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.570436</td>
<td>0.0830189</td>
<td>40.79</td>
<td>0.000</td>
</tr>
<tr>
<td>component 2</td>
<td></td>
<td>-4.783274</td>
<td>0.3395889</td>
<td>-14.09</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0123779</td>
<td>0.0011909</td>
<td>10.39</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.39265</td>
<td>0.1164998</td>
<td>18.37</td>
<td>0.000</td>
</tr>
<tr>
<td>component 3</td>
<td></td>
<td>-9.967893</td>
<td>0.2245356</td>
<td>-4.31</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0143271</td>
<td>0.0003781</td>
<td>37.89</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.763742</td>
<td>0.1386575</td>
<td>34.56</td>
<td>0.000</td>
</tr>
<tr>
<td>/infoctp1</td>
<td></td>
<td>0.883987</td>
<td>0.546046</td>
<td>1.62</td>
<td>0.105</td>
</tr>
<tr>
<td>/infoctp2</td>
<td></td>
<td>1.79223</td>
<td>0.4908438</td>
<td>3.65</td>
<td>0.000</td>
</tr>
<tr>
<td>/nsgm1</td>
<td></td>
<td>-2.822255</td>
<td>0.180214</td>
<td>-15.66</td>
<td>0.000</td>
</tr>
<tr>
<td>/nsgm2</td>
<td></td>
<td>-1.793407</td>
<td>0.171132</td>
<td>-10.48</td>
<td>0.000</td>
</tr>
<tr>
<td>/nsgm3</td>
<td></td>
<td>-4.312273</td>
<td>0.2497859</td>
<td>-18.27</td>
<td>0.000</td>
</tr>
<tr>
<td>sigma1</td>
<td></td>
<td>0.0594717</td>
<td>0.0101774</td>
<td>0.417749</td>
<td>0.0486553</td>
</tr>
<tr>
<td>sigma2</td>
<td></td>
<td>0.1663923</td>
<td>0.028475</td>
<td>1.1899776</td>
<td>2.327025</td>
</tr>
<tr>
<td>sigma3</td>
<td></td>
<td>0.1010446</td>
<td>0.0026064</td>
<td>0.0063953</td>
<td>0.070233</td>
</tr>
<tr>
<td>p1</td>
<td></td>
<td>0.25875</td>
<td>0.0675798</td>
<td>0.116139</td>
<td>0.0398234</td>
</tr>
<tr>
<td>p2</td>
<td></td>
<td>0.6371773</td>
<td>0.0782999</td>
<td>0.8430562</td>
<td>0.7685735</td>
</tr>
<tr>
<td>p3</td>
<td></td>
<td>0.106072</td>
<td>0.045478</td>
<td>0.0109368</td>
<td>0.1952073</td>
</tr>
</tbody>
</table>
```
As is clearly shown by data, the model identifies three components or year groupings (1960-1970, 1971-1992 and 1993-2006). For all three components the real GDP is statistically significant, but only for the first one is the expected sign (positive) assumed. Moreover, it is to be noted the extreme variability of the coefficient for the real GDP in the different groups (1.6644, -4.7833 and -0.9668 respectively). On the contrary, GDP deflator has a coefficient very similar in the three cases, between 0.01 and 0.05. Therefore, the “structural breaks” identified according to “Wagner’s Law” would have in correspondence of the years 1971 (break of the balances of public finance; collapse of Bretton Woods system; strengthening of the Welfare State and reflections of the “hot autumn”) and 1993 (crash of the S.M.E.; “Tangentopoli”; “Maastricht Treaty”).

Nevertheless, we must underline how the diagnostic analysis carried out demonstrates contradictory evidence with regard to “Wagner’s model”. Such model turns out to be, for all temporal intervals considered, mis-specified, affected by heteroscedasticity, a positive serial correlation in the residuals and by conditional autoregressive heteroscedasticity, although being the aggregate production often statistically significant and with the sign (positive) expected.

5. Conclusions

In a conclusion, we can say that the analyses carried out do not fully confirm the validity of “Wagner’s Law”, with regard to the Italian case for the period 1960-2008; in fact, regressing the total public expenditure on the real GDP and on market prices GDP deflator, we find empirical evidence favourable to the Wagnerian hypothesis; using the specification suggested by Ram (with the same explanatory variables but with the expenditure share on GDP as variable answer) we have contradictory empirical evidence on “Wagner’s Law”; and we arrive at the same conclusions if we use a different specification of the model, proposed by Koop and Poirier, having as dependent variable the per capita public spending and as explanatory variables the per capita GDP and the GDP deflator. The key point, that is often concealed in literature, is the incompleteness of Wagner’s original specification, who claimed to explain the trend of public spending through a single covariate (the aggregate
production). That is why the inadequacy of the model emerges clearly, provided that the diagnostic tests are carefully analyzed, from different points of view: it turns out to be affected by an absence of relevant explanatory variables, a strong positive serial correlation in the residuals, heteroscedasticity, and disturbances of ARCH(p) type.

Besides "Wagner’s Law", there are other sources of pressure on spending: the difficult overcoming of the criterion of the “incremental budget” based on the concept of “historical spending” (on the basis of “Wildavsky’s model”) (Wildavsky, 1975), that prevents an effective “spending review” from being carried out and the start up of a more efficient criterion of a “zero based budget”, devoid of a “historical memory” (Magazzino, 2009a; 2009b); the expansion of the demand for public services which is increasingly onerous, the aim of which is to meet the ever more complex needs with the increase of development (on the basis of “Wagner’s model”); moreover, on the basis of “Armey’s curve”, it has been shown how the expenditure share that maximizes the Italian economic growth is equal to 23%, greatly lower than the value that it takes on today (49%) (Kapur, 1995; World Bank, 1994a, 1994b, 1995; P.U.M.A.-O.E.C.D., 1997; Heald, 1997; Engel et al., 1998; Irwin et al., 1998; La Sina and Majone, 2000).

This should push the Italian legislator to a wide program of requalification and reform of public expenditure, having as its aim the revisiting of the Italian welfare model, the revision of the mechanisms of public revenue, a wide plan of liberalization and privatization, the reform of justice (by improving the efficiency of the judicial apparatus and decreasing the average length of trials), of pensions (increasing the retirement age for all workers, and bringing the female one in line with the male one; reducing the replacement rate; re-modulating the system of benefits and eligibility, by limiting or cutting them, and that of contributions, by widening them; eliminating whatever part is divided within the system and replacing it with those at full capitalization; introducing a multi-pillar system, of which one is public, another private yet compulsory, and a third one private and voluntary; in addition, the development of pension funds would help the growth of financial markets, which in turn would encourage the formation of savings and the accumulation of capital, by promoting, in the final analysis, the growth of the economy),
of the labour market (increasing labour flexibility and mobility; introducing a mechanism of compulsory insurance with minimum cover), of the tax system (by simplifying and streamlining them and, if necessary, introducing a flat tax), of health system (introducing a mandatory insurance for basic services and against serious or rare illnesses; extending the systems of prevention and vaccination; strengthening quality and cost controls, by increasing their incentives; introducing performance contracts for physicians), of the Public Administration (strengthening the transparency and the efficiency of the bureaucracy), of the University and of the Research (introducing international standards in the assessment of academic careers; avoiding the “brain drain” phenomenon; increasing the net contributions of University researchers; avoiding the proliferation of Universities; expanding the system of scholarships for equity reasons; realizing an easy terms credit system for the third-level education; eliminating the sub-financing and the overcrowding of university institutes), of the school (enacting a vouchers system), of work contracts, the fiscal federalism, electoral laws for the various levels of government that remove the hyper-fragmentation of the Italian political system – will be certainly able to contribute to re-qualifying spending, emptying many chapters of unproductive expenditure to fill those of expenditure susceptible to exercising greater effects on the economic activity of the country (Petrini, 2005; Faini et al. 2006; Alesina and Giavazzi, 2006; Alvi, 2006; AA. VV., 2007; Ciocca, 2007; Reviglio, 2007; Ministero dell’Economia e delle Finanze and Commissione Tecnica per la Finanza Pubblica, 2007; De Ioanna and Goretti, 2008). For this purpose, serious qualitative balance policies as well as reasoned qualitative deficit manoeuvre would be desirable (on the basis of the alternative methods of financing of the public deficit and of the economic cycle), that would go hand in hand with the quantitative ones (Marzano, 2006). The mid-term objective to be achieved should be the return to the primary surplus – the principal measure for the reduction of the national debt/gross product ratio (Romagnoli, 2008) – in addition to a sustained and sustainable development.

Furthermore, it is also necessary to dwell on many asymmetries concerning public spending that hurt private citizens, pointed out by the “Public Choice School” and by the “Scuola Italiana di Scienza delle
Finanze”: the opposition between concentrated benefits and costs which are instead spread; between visible advantages and invisible costs (made so by mechanisms of “fiscal illusion” – that hides the cost of deficit financing through the issue of bonds of public debt – and that of the “financial illusion” – that hides the inflationary cost (via seignorage, and therefore with creation of monetary means) of the financing of the public deficit (Kydland and Prescott, 1991; Persson and Tabellini, 1996, 1999, 2000).

Moreover, the search for consent and the maximization of votes, lead “of course” to the expansion of deficit and public debt: in order to increase the probability of (re)election, policy-makers find it much more desirable to increase expenditure (in order to win the votes of specific electoral constituencies) instead of cutting them; as such, it is undoubtedly easier to operate fiscal cuttings as opposed to a worsening in tax. This could lead to the adoption of “constitutional rules” – in collusion with the “New Constitutional Economics” – that could limit the discretion of the political class, directing the measures adopted by the latter more and more towards general interests of the community (Buchanan and Tullock, 1962; Tullock, 1976; Brennan and Buchanan, 1980, 1985).

For this reason, important requirements for the efficiency of expenditure plans and the control of public deficit have been identified in balance procedures that could, one the one hand, strengthen incentives to cautious fiscal policies and, on the other, set rules and limits to expansive policies (Alesina and Perotti, 1995; Milesi-Ferretti, 1996).

On account of this we could reconsider the idea suggested by Forte in the Eighties that is to link the actual public spending to the dynamic of prices (linking them to inflation rate), while those in public investments and fiscal incomes would be linked to the growth rate of aggregate production: the result would be a progressive reduction of the balance deficit (Forte and Peacock, 1985).

Finally, it must be taken into due account how a reduction of expenditure would favour the contextual decrease of the fiscal pressure without worsening the condition of public accounts; in other words, it would allow the balancing of the budget, if fiscal cuts were more contained than those applied to expenditure.

Concluding the Meeting of the “Società Italiana di Economia Pub-
blica” (Conference of the Italian Society of Public Economics) in 1978, Sergio Steve recalled: “Public expenditure can appropriately grow on condition that the community is willing to pay its cost. [...] everyone agrees that public expenditure on the whole is too great, consent on this is easy, but no one agrees on the first public expenditure that needs to be cut” (Steve, 1978).
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Abstract

This paper is aimed to explore the issue of e-learning adoption among European small and medium enterprises (SMEs). By performing a regression analysis, valuable insights are provided into the pattern of investments in corporate e-learning made by European SMEs and the potential connection between the percentage of firms implementing electronically-aided learning and economic performance. A cluster analysis is then performed in an effort to identify differences and similarities in e-learning diffusion within Europe.
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1. E-learning as a means for vocational training in SMEs and a driver for competitiveness: an overview

At the European Council held in Lisbon in March 2000, the European Union set itself a new strategic goal for the next decade: “to become the most competitive, dynamic and knowledge-based economy in the world capable of sustainable economic growth with more and better
jobs and greater social cohesion” (EU-Council, 2000). The need for delivering such an ambitious programme arises due to the profound changes occurring in the economic and social life of society, resulting from the challenges brought about by market globalization and the new knowledge-based economy. In advanced economies, this emerging scenario is grounded on rapid knowledge creation and the ease of its access, which ultimately engender efficiency, quality and equity (Foray, 2000). No wonder, then, that investment in education and training has become the mainstay for securing competitiveness in global markets and the primary fuel for economic growth. This is particularly true for the case of small and medium enterprises, for knowledge may play a major role in helping tackle competition and gain qualitative advantages.

At the European level, significant attention has been directed towards the role of vocational education and training (VET), which consists in learning programmes aiming to equip people with skills and competences to be used in the labour market. The importance of VET activities for individuals, firms and society as a whole, is nowadays widely recognized and perceived as a key element for lifelong learning (EU-Commission, 2008).

By solely focusing on firms, it is possible to narrow down the scope of analysis of education and training processes to continuing vocational training (CVT), which ranges from short vocational training courses to accelerated and lifelong training courses. CVT usually includes either internal courses designed and managed by the enterprise itself, or external courses developed by a network of enterprises or social partners, at local or regional level. Firms are increasingly investing in continuing vocational training, which is conceived as an engine for innovation and a means for increasing labour force productivity.

In such a respect, a central role is played by the ability of individuals and firms to use information and communication technologies (ICT). The tight connection between education and training and information technology has opened the door to the birth and development of e-learning.

E-learning is a typology of interactive distance learning based on electronic media (the Internet, intranets, satellite broadcast, etc.) for
managing and delivering education and training services. The use of electronically-aided learning is spreading worldwide in the training and development industry to such a pace that it has been heralded as the “e-Learning Revolution” (Sloman, 2002). The knowledge delivered via network technology has become strictly intertwined with the provision of staff training in organizations, whose main goal is to develop the talent and skills of company employees. These technology-based training solutions are changing the way corporations deliver training in nearly all segments of the business process. In this respect, e-learning enables businesses to remove distances (by distributing training to multiple locations easily and conveniently), to lower expenses, to facilitate training access of a large number of workers, to simplify complex processes such as information overload and to make the organization more flexible (Welsh et al., 2003).

From a purely economic perspective, Castillo-Merino and Sjöberg (2008) address e-learning within the general context of the role of human capital and ICTs in explaining differences in earnings, productivity levels and economic growth. In this connection, economic literature situates the diffusion and productive use of ICTs (to which e-learning has to be placed in) at the base of growth estimates for many countries (Brynjolfsson and Yang, 1997; Jorgenson et al., 2005; Jorgenson, 2009). In particular, if the existence of complementarities between technical and organizational change and skilled labour input do explain productivity gains at the industry level, e-learning could act as a driving force for productivity increases.

In addition, e-learning, by improving education and training, can bring considerable benefits both for individuals and society as a whole. From the point of view of the individual, human capital theory predicts that an increase in an individual’s level of educational attainment positively affects its productivity in the labour market, which is the basic explanatory variable for wage differentials (Mincer, 1974; Cipollone, 1995). Other individual benefits gained by higher levels of education, directly related and complementary to wages, are higher participation rates in the labour market and a lower probability of being unemployed (de la Fuente and Ciccone 2003). In a macro-economic context, differences in growth rates across countries are assumed to be
considerably due to differences in human capital levels and its rates of accumulation (Lucas, 1988; Romer, 1990). In this light, e-learning may impact positively on growth, by improving labour force skills and thus helping drive technical change, besides supporting new technology adoption and diffusion.

Turning to the specific benefits of e-learning for firms, education via network technology should in principle appeal to all companies of any size and sector, especially to small and medium-sized enterprises interested in increasing productivity or boosting efficiency in a cost-effective way (Sambrook, 2003; Roffe, 2004). This notwithstanding, whereas we can observe an increased use and impact of e-learning in large companies, the uptake of technology-based training solutions in SMEs is very slow and does not meet initial hopes and expectations (Atwell, 2003). Other recent studies (Hamburg et al., 2005; Beer et al., 2006) seem to confirm these findings, showing a limited use of e-learning in small firms and mostly with reference to activities of rather poor quality. An interview survey carried out by Chang (2003) suggests that workers in large organizations mostly prefer electronically-aided learning, while workers of SMEs exhibit a preference for traditional vocational training or face-to-face learning. These results may actually be explained by a number of potential drawbacks and barriers met by SMEs when embarking on e-learning implementations: first, the fear that learning activities not directly involving teachers may be less effective than traditional forms of education (Welsh et al., 2003); second, the start-up and maintenance costs associated with e-learning systems (Garrot et al., 2008); third, the lack of the necessary learning culture, expertise and accompanying infrastructures for using electronically-aided learning (Admiraal and Lockhorst, 2009); finally, the modelling of commercial e-learning software on the requirements of large companies or higher education (Atwell, 2003; Hamburg and Engert, 2007). Additionally, with respect to European SMEs, two further critical flaws have been identified, concerning the lack of integrated support services for SMEs - particularly in the field of education and training - and the need to strengthen cooperation with other firms, training providers and public bodies (Hamburg et al., 2007).
2. The diffusion of e-learning among European SMEs

The main objective of the present work is to identify a possible correlation between the percentage of European firms using e-learning for staff training and the gross domestic product (GDP) per capita relative to the country under investigation. In such a respect, we collect the annual data provided by Eurostat (2010) concerning the percentage of small and medium enterprises (SMEs) - i.e. those firms employing a number of workers comprised between 10 and 249 units - which adopt e-learning systems for training and education of their employees. The limited time period (2003-2008) covered by the data represents a constraint, but some useful insights may be still gained from the analysis carried out.

The paper is structured by first providing a descriptive analysis concerning the adoption of e-learning among European SMEs. It then turns to an analysis of dependence and a cluster analysis considering GDP and e-learning penetration among European small and medium-sized enterprises. Results are presented and discussed in the next section. Descriptive statistics are first discussed before carrying out formal econometric tests to correct for the lack of information concerning some countries and avoid mistakes regarding data replacement. We compare countries on the extent to which their businesses use online channels for staff training. For every year in the time frame specified, Table 1 shows the number of countries with available data and the lowest and highest percentage of SMEs using e-learning systems every year in Europe. In addition, other summary statistics such as mean and standard deviation are reported in the table.

---

1 Gross domestic product (GDP) is defined as the value of all goods and services produced less the value of any goods or services used in their creation. The volume index of GDP per capita in Purchasing Power Standards (PPS) is expressed in relation to the European Union (EU-27) average set equal to 100.
As indicated in Table 1, the average percentage of European SMEs making use of e-learning tools has increased by 12% since 2003. Though representing a positive growing trend, recent statistics highlight that, in the best cases, only one out of two SMEs have invested in web-based solutions for staff training purposes. The variability of the phenomenon through the time span examined is quite high, thus suggesting a not uniform diffusion of corporate e-learning among European countries.

This last remark is further confirmed by Figure 1, which presents the distribution of European countries by rate of e-learning adoption among SMEs in 2008. The percentages of small and medium-sized enterprises using e-learning systems vary greatly across Europe. In most countries, corporate e-learning is actually implemented by less than 30% of the SMEs, while only in Lithuania this percentage exceeds 50%.
Table 2 reports the minimum and maximum values (the percentage of adoption – followed by the year in parentheses) of corporate e-learning penetration scored by the EU countries through the time span specified.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Min</th>
<th>Max</th>
<th>Countries</th>
<th>Min</th>
<th>Max</th>
<th>Countries</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>20(03)</td>
<td>28(08)</td>
<td>Germany</td>
<td>13(08)</td>
<td>20(04)</td>
<td>Netherlands</td>
<td>8(03)</td>
<td>15(06)</td>
</tr>
<tr>
<td>Belgium</td>
<td>13(04)</td>
<td>24(07)</td>
<td>Greece</td>
<td>31(03)</td>
<td>47(08)</td>
<td>Poland</td>
<td>20(08)</td>
<td>35(04)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>12(05)</td>
<td>25(04)</td>
<td>Hungary</td>
<td>9(04)</td>
<td>17(06)</td>
<td>Portugal</td>
<td>15(05)</td>
<td>33(08)</td>
</tr>
<tr>
<td>Cyprus</td>
<td>39(06)</td>
<td>48(04)</td>
<td>Ireland</td>
<td>19(03)</td>
<td>36(08)</td>
<td>Romania</td>
<td>29(04)</td>
<td>41(08)</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>28(08)</td>
<td>37(07)</td>
<td>Italy</td>
<td>3(03)</td>
<td>17(08)</td>
<td>Slovakia</td>
<td>27(04)</td>
<td>48(08)</td>
</tr>
<tr>
<td>Denmark</td>
<td>7(03)</td>
<td>27(08)</td>
<td>Latvia</td>
<td>29(05)</td>
<td>33(07)</td>
<td>Slovenia</td>
<td>29(04)</td>
<td>46(07)</td>
</tr>
<tr>
<td>Estonia</td>
<td>24(05)</td>
<td>38(07)</td>
<td>Lithuania</td>
<td>44(06)</td>
<td>53(08)</td>
<td>Spain</td>
<td>22(03)</td>
<td>33(08)</td>
</tr>
<tr>
<td>Finland</td>
<td>29(03)</td>
<td>40(08)</td>
<td>Luxembourg</td>
<td>10(03)</td>
<td>22(08)</td>
<td>Sweden</td>
<td>19(03)</td>
<td>26(07)</td>
</tr>
<tr>
<td>France</td>
<td>10(06)</td>
<td>22(08)</td>
<td>Malta</td>
<td>19(05)</td>
<td>47(07)</td>
<td>United Kingdom</td>
<td>17(05)</td>
<td>27(07)</td>
</tr>
</tbody>
</table>
By and large, Italy, Hungary, Germany and the Netherlands have the lowest achievements in e-learning diffusion, with only a fifth of SMEs adopting web-based solutions for staff training. Presumably, the disappointing performance of these prosperous countries is due to their preference for traditional face-to-face education. This is the case for Italy especially, where, in spite of the incentives for e-learning diffusion in private and public corporations, education and training systems seem to be still reluctant to the implementation of electronically-aided learning solutions. On the contrary, the high percentages (approaching 50%) shown by Greece, Lithuania, Cyprus and Malta represent a clear indicator of how largely corporate e-learning is used in less advanced European economies. Arguably, this comes as a consequence of the growing number of foreign firms investing in these countries in the last few years, owing to the low costs of labour force and raw materials.

These newly-formed companies have mostly implemented e-learning solutions for vocational training because of their cost-saving techniques able to enhance performance, innovation and commitment of their employees in a rapid and effective manner.

3. E-learning, SMEs and economic performance: an empirical investigation

Based on the evidence outlined above, further investigations are made by using an analysis of dependence and a correlation test. A linear regression is carried out to estimate the relationship between GDP per capita (independent variable) and the percentage of SMEs using e-learning tools (dependent variable). The summarizing table of the main outcomes is reported below.
Table 3 highlights the scarce model’s goodness-of-fit to the observed data, being R-squared estimates rather low. In all six years, the positive sign of the regression coefficients implies a direct linear relation between GDP and percentages of e-learning diffusion among SMEs. The correlation values present the same trend, thus indicating that both variables increase together. In addition, the results of the T-statistics test are significant only for 2004 and 2007, and, as a consequence, the value of $\beta$ is not significant for 2003, 2005, 2006 and 2008.

Besides this, the percentage change of GDP per capita is included in a subsequent analysis. This is calculated by applying a logarithmic transformation, which has the effect of removing non-stationarity in the mean when used in conjunction with differencing. The percentage change in GDP from period to period is thus approximately represented by:

$$\log gdp_t - \log gdp_{t-1} = \log$$

(1)
Table 4 provides a summary of the main results for the logarithmic regression. It must be mentioned that the R-squared is relatively low in this regression, too. The $\beta$ coefficients show positive values, thus implying a direct relationship between the two variables under scrutiny. Furthermore, the T-statistics values are significant only for 2004 and 2007. In order to find the best-fit model to the data, the linear regression estimates - resulting from the log transformation – are compared with the results of other modelling functions (quadratic, cubic, compound, exponential, etc.). The results concerning the best models obtained for every year from 2003 to 2008 are reported in Table 5.

### Tab. 4. Regression results using a log scale function

<table>
<thead>
<tr>
<th>Year</th>
<th>R-squared</th>
<th>Coefficient ($\beta$)</th>
<th>T</th>
<th>Coefficient R</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>0.104</td>
<td>638,627</td>
<td>1,182</td>
<td>0,323</td>
</tr>
<tr>
<td>2004</td>
<td>0.219</td>
<td>766,583</td>
<td>2,367</td>
<td>0,468</td>
</tr>
<tr>
<td>2005</td>
<td>0.086</td>
<td>454,077</td>
<td>1,435</td>
<td>0,293</td>
</tr>
<tr>
<td>2006</td>
<td>0.063</td>
<td>336,935</td>
<td>1,265</td>
<td>0,250</td>
</tr>
<tr>
<td>2007</td>
<td>0.240</td>
<td>729,831</td>
<td>2,812</td>
<td>0,490</td>
</tr>
<tr>
<td>2008</td>
<td>0.001</td>
<td>51,475</td>
<td>0,183</td>
<td>0,037</td>
</tr>
</tbody>
</table>

Table 4 provides a summary of the main results for the logarithmic regression. It must be mentioned that the R-squared is relatively low in this regression, too. The $\beta$ coefficients show positive values, thus implying a direct relationship between the two variables under scrutiny. Furthermore, the T-statistics values are significant only for 2004 and 2007. In order to find the best-fit model to the data, the linear regression estimates - resulting from the log transformation – are compared with the results of other modelling functions (quadratic, cubic, compound, exponential, etc.). The results concerning the best models obtained for every year from 2003 to 2008 are reported in Table 5.

### Tab. 5. Summary of the best models (2003-2008)

<table>
<thead>
<tr>
<th>Time</th>
<th>Dependent</th>
<th>Method</th>
<th>Rsq</th>
<th>d.f.</th>
<th>F</th>
<th>Sigt</th>
<th>bo</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>PERC</td>
<td>CUB</td>
<td>0,156</td>
<td>3</td>
<td>0,615</td>
<td>0,620</td>
<td>19,05</td>
<td>17,33</td>
<td>-4440,45</td>
<td>127262,90</td>
</tr>
<tr>
<td>2004</td>
<td>PERC</td>
<td>CUB</td>
<td>0,295</td>
<td>3</td>
<td>2,511</td>
<td>0,091</td>
<td>19,11</td>
<td>319,06</td>
<td>706,99</td>
<td>-35699,45</td>
</tr>
<tr>
<td>2005</td>
<td>PERC</td>
<td>CUB</td>
<td>0,160</td>
<td>3</td>
<td>1,272</td>
<td>0,311</td>
<td>20,11</td>
<td>495,26</td>
<td>153554,32</td>
<td>-8879293,56</td>
</tr>
<tr>
<td>2006</td>
<td>PERC</td>
<td>CUB</td>
<td>0,207</td>
<td>3</td>
<td>1,915</td>
<td>0,157</td>
<td>26,67</td>
<td>448,26</td>
<td>74025,70</td>
<td>-28031,90</td>
</tr>
<tr>
<td>2007</td>
<td>PERC</td>
<td>CUB</td>
<td>0,264</td>
<td>3</td>
<td>2,755</td>
<td>0,066</td>
<td>25,75</td>
<td>138,24</td>
<td>2965,70</td>
<td>-38037,80</td>
</tr>
<tr>
<td>2008</td>
<td>PERC</td>
<td>CUB</td>
<td>0,147</td>
<td>3</td>
<td>1,322</td>
<td>0,292</td>
<td>27,75</td>
<td>214,05</td>
<td>820,98</td>
<td>-38037,80</td>
</tr>
</tbody>
</table>
In the above table, the entry “dependent” refers to the dependent variable (percentage of companies implementing e-learning tools for vocational training), while the entry “method” concerns the model best fitting to the data. “Sigf” expresses the alpha error level (p-value) associated with the result of the Fisher statistics (shortened as “F” in the table). As indicated in table 5, the cubic function yields the best fitting to the data in every year of the time span considered. Figure 2 and Figure 3 present the results of all the estimated modelling functions respectively referred to 2003 and 2008.

Fig. 2. Scattergram plot of regression models (2003)
A cluster analysis is then performed in an effort to identify differences and similarities concerning e-learning diffusion and GDP change across Europe. In this way, we can most effectively identify relations among variables which were not highlighted in the models above. In order to measure distance for the observed data, Euclidean distances are calculated with the following formula:

\[ d(i,h) = \left( \sum_{j} (x_{ij} - x_{hj})^2 \right)^{1/2} \]  

(2)

The results concerning year 2008 are shown in Figure 4. At a first glance, the high degree of dispersion achieved provides a confirmation of the scarce goodness of fit to the data of the models used above.
The final cluster solution suggests four distinct and fairly homogenous clusters in this broad sample of countries. A first grouping (Cluster 4 in the above figure), is made up of three small economies (Greece, Lithuania and Slovakia) which show medium to high rates of economic growth in 2008 and high levels of corporate e-learning among SMEs. A second cluster (Cluster 3) composed of countries quite diverse for socio-economic status (from Finland to Romania), is average to high in terms of e-learning implementations, though showing mixed results as to GDP change. A third group (Cluster 1) includes the bulk of Europe, with low percentages of e-learning use and opposite evidence with respect to GDP change. The last grouping (Cluster 2) contains Italy, Germany, the Netherlands, Hungary and Bulgaria, which are the worst performing in terms of diffusion of corporate e-learning. Although Ireland (which experienced a deep economic recession in 2008) and Bulgaria (whose economy grew by almost 10%) ideally should be
considered as outliers, both countries are included in a grouping in order to better highlight their performance in terms of e-learning use.

4. Conclusive remarks

The paper was mainly intended to evaluate the diffusion of e-learning activities among European SMEs and its relationship with the economic performance of EU countries. By and large, regression results showed a scarce goodness-of-fit of the model to the observed data. This notwithstanding, both the linear function and the logarithmic transformation indicated a direct relationship between GDP per capita and corporate e-learning penetration, expressed as percentage of European SMEs using e-learning for staff training purposes. By a comparison with the estimates of other modelling functions, the cubic function proved to be the best fitting to the data in every year of the time span specified. A cluster analysis was finally performed in an effort to identify differences and similarities in e-learning diffusion within Europe: results indicated an uneven distribution of countries within clusters with no uniform socio-economic or geographical connection.
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